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Abstract

Existing robotic in-hand manipulation approaches generally utilize complex hand

designs or extrinsic dexterity based strategies via dynamic models of contact. Still,

they can only accomplish limited object motion. This work combines a simple

robot hand with variable friction fingers and extrinsic dexterity based strategies to

achieve 3D in-hand manipulation. Leveraging variable friction mechanism, we im-

plement manipulation actions (i.e. within-hand sliding, rotation and pivoting) in

a quasi-static manner, using kinematic level formulations. For a suitable represen-

tation of daily manipulation tasks, a region-based in-hand manipulation problem

is proposed. An in-hand manipulation planner utilizing an A* algorithm with a

novel region-based heuristic is developed to solve for a sequence of manipulation

actions that navigate the contact patches between the hand and the object surface

to desired regions. A wide range of goal regions can be achieved via this approach,

which is demonstrated through simulated and real robot experiments following a

standardized in-hand manipulation benchmarking protocol.
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Chapter 1

Introduction

In-hand manipulation (IHM), also called dexterous manipulation, refers to the

changing of the grasp of an object within the hand without the need for regrasping

[1]. Humans perform in-hand manipulation before, during, and after many daily

tasks such as writing with a pen or using a key to unlock. Having dexterous skills,

humans can use the tools that are picked up from pockets and tables, and avoid

fatigue due to frequent arm motion.

In robotics, dexterous manipulation considers the cooperation of multiple ma-

nipulators or fingers for grasping and manipulating objects [2]. For robots, in-hand

manipulation capabilities serve several purposes. Robots with these capabilities can

work around their singularities and workspace limits, reduce energy consumption

by avoiding large arm motions, and perform tasks that require finer manipulation

[3]. Existing research efforts in robotics aim to match and surpass human dexter-

This thesis is partially based on a manuscript that will be published in Proceedings of the
IEEE International Conference on Robotics and Automation (ICRA) in 2021.

The work in this thesis was supported in part by the National Science Foundation under grant
IIS-1900953.

The author of this thesis is a trainee in Future of Robots in the Workplace – Research &
Development (FORW-RD) NRT Program.
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ity. They address the robotic in-hand manipulation problem from several aspects

including the mechanical design, sensing, control and planning.

A wide range of mechanical designs between simple 1-degree-of-freedom(DOF)

parallel jaw grippers [4, 5, 6] and multifingered anthropomorphic hands with high-

DOF [7, 8, 9] has been deployed for in-hand manipulation. Advanced hand designs

exhibit adequate intrinsic dexterity, whereas simple grippers have to leverage exter-

nal surfaces, inertial and gravitational effects to achieve extrinsic dexterity[10, 11,

12].

Researchers frequently use multi-modal sensing, complex control and planning

schemes for high-DOF hands [13, 14]. Grippers that leverage external factors such as

inertia, gravity, and friction usually require knowledge about mechanical properties

and dynamic models[15, 11]. In contrast, compliant and adaptive hands can perform

in-hand manipulation without requiring complex sensing and modeling[16, 17].

In this thesis, we use the variable friction gripper introduced in [18], a 2-DOF

hand design with active surfaces, that enable friction modulation. This design is ca-

pable of controlled sliding and rotation within-hand in a quasi-static manner through

kinematics formulations [19]. However, the object motion with this hand is limited

to a 2D plane. By leveraging the friction modulation, we implement extrinsic dex-

terity based manipulation strategies in kinematic level to extend the manipulation

workspace to 3D. Resulting 3D in-hand manipulation platform works with geomet-

ric object models in an open loop manner without requiring any force sensing or

control. We consider a region-based manipulation task to achieve desired contact

regions on the object surface and propose a heuristic-based planning algorithm for

region-based in-hand manipulation. We believe this planner can easily be adapted

to similar hand designs [20].

This work’s contributions are as follows (summarized in Figure 1):
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• A novel region-based WIHM method: Different from the existing algo-

rithms in literature, which formulate WIHM with either object pose references

or desired point contacts, our planner works with contact areas and desired

contact regions. We believe that this is not only a more realistic implementa-

tion for soft and/or flat finger surfaces (which are very common)[20, 16, 17],

but also a useful formulation for achieving various robotic tasks. For example,

as humans when we grasp a key and re-position it within our hand, we do not

have desired point locations that we want to achieve on the key. Rather, we

shift our fingers to a particular region on the key, while leaving the tip region

free. The proposed planner utilizes a very similar formulation.

• Quasi-static extrinsic dexterity: We leverage the ability of being able to

alter the friction at the contact locations for achieving extrinsic dexterity-based

actions. Where the existing works on extrinsic dexterity based techniques

mostly rely on dynamic models and knowledge of mechanical properties, we

can reliably pivot and slide the object within hand using extrinsic contacts via

kinematics-level formulations, without requiring any force sensing or control,

thanks to the variable friction mechanism.

By combining these two strategies, we are able to conduct automatic WIHM in

3D, i.e. move the fingers from an initial contact region to a given desired region.

To the best of our knowledge, the proposed system surpasses the automatic WIHM

abilities of any other system in the literature: the planner can utilize controlled

sliding, rotation and pivoting action and achieve trajectories with significantly large

region displacements. We demonstrate these abilities in simulation and with real-

robot experiments using a Franka Emika robot in Chapter 5. In this work, we

assume that 3D geometry of the objects is known and the generated plans are

3



Figure 1.1: Proposed region-based motion planning algorithm generates a sequence
of manipulation primitives, given the object geometry and goal regions. 3D manipu-
lation setup makes use of controlled sliding and rotation via variable friction fingers
and extrinsic dexterity based manipulation strategies.
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executed in an open-loop manner. We discuss our future work regarding closed-loop

implementations and possible mechanical improvements in Chapter 6.
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Chapter 2

Related Work

In this chapter, we discuss the works in the literature that are related to the scope of

this thesis. We start with reviewing the existing mechanisms and hand designs de-

veloped for in-hand manipulation. Then, we introduce the extrinsic dexterity based

manipulation approaches. Finally, we provide an overview of different planning and

control strategies for in-hand manipulation.

2.1 In-Hand Manipulation Mechanisms

Inspired by the dexterity of the human hand, researchers have developed anthropo-

morphic hands to perform complex in-hand manipulation tasks. These hands usually

have multiple fingers, each with high degrees-of-freedom. The earliest designs in-

clude the Stanford/JPL Salisbury Hand [21] and the Utah/MIT Dexterous Hand

[22]. These are 3 and 4 fingered designs, that include opposing thumbs resembling

the structure of the human hand. Anthropomorphic hand designs in the literature

utilize different actuation, drive, and sensing mechanisms. The most common ap-

proach is to use pulleys and tendons as a drive mechanism, and electric actuators for

either fully-actuated[23] or underactuated[24, 25, 26, 27] systems. The Robonaut 2
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Hand[28] includes a combination of both fully- and underactuated fingers. There

are also gear-driven mechanisms as in [29, 13]. Unlike many others, hand designs in

[30, 31] utilize pneumatic actuators. Whereas most of the designs consist of inflex-

ible links made of rigid materials, there are also soft anthropomorphic hands with

flexible fingers[31, 32]. Anthropomorhic hands are usually equipped with sensing

mechanisms, starting with joint encoders and scaling up to force/torque sensors and

tactile arrays on finger tips. The main challenge of using anthropomorphic hands for

in-hand manipulation is the complexity and cost associated with modeling, sensing,

and control, as these hands require accurate models and measurements for precise

control to perform manipulation tasks.

Considering the requirements for different types of manipulation tasks, other

multifingered hand designs are developed that address task-specific finger charac-

teristics. These designs usually alter the configuration of the fingers deviating from

the human hand structure[33, 34, 35], use bars and linkages as fingers[36, 37], or use

parallel platforms instead of a fingered design for manipulation[38].

Alongside with the anthropomorphic and multifingered designs, researchers de-

veloped designs with lower degrees-of-freedom that leverage underactuated, com-

pliant and adaptive mechanisms, fingers with active surfaces, and flexible joints.

Following is the discussion of related examples in the literature.

In [39], Odhner and Dollar study the kinematics of underactuated manipulation

to demonstrate the dexterous manipulation capabilities that can be achieved with

elastic underactuated hands. This study led to several underactuated hand designs

including [40, 41, 16]. In [40] Ma and Dollar propose a four-finger underactuated

hand with flexible finger joints. The hand is capable of transferring objects from a

pinch grasp to power grasp and rotating them around the hand normal. A two-finger

design is proposed in [41], that utilizes a stationary thumb and a 2-DOF forefinger.
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Using underactuated and fully-actuated approaches for controlling the forefinger,

object sliding is performed between fingers. The GR2 Gripper is proposed in [16],

which is an underactuated two-fingered hand with linkage based fingers that can

reorient objects within hand. A search for optimized parameters for the linkage

mechanism is provided in [42].

In [4], Chavan-Dafle et al. propose a 1-DOF parallel jaw gripper design utilizing

elastic strips mounted over finger cavities to achieve contact geometry modulation

between a free spinning point contact and a firm multipoint contact. By switching

between these gripper modes, developed mechanism is capable of pivoting objects

within the gripper considering a dynamic model of pivoting mechanics.

Similar to the GR2 gripper, an underactuated two-finger gripper with parallel-

ogram linkages is proposed in [43]. In contrast to GR2 the linkages of this gripper

are optimized to avoid parasitic rotations of the object, only allowing repositioning

tasks within the hand.

In [44], Ward-Cherrier et al. utilize a novel TacTip tactile sensor at the fingertips

of the GR2 gripper design to achieve model-free precise manipulation within-hand.

Using Bayesian inference on tactile and visual data, active tactile manipulation is

performed on cylindrical objects.

The JamHand[45], is a two-fingered hand equipped with pockets that store gran-

ular material at fingertips. The stiffness of the fingertips are modulated via the pres-

sured air within the pockets. Primitives such as rolling, sliding, and finger-gaiting

are achieved with minimal actuation.

Designs that incorporate active surfaces can actively change contact modes and

forces during manipulation or actuate the surfaces for manipulating the objects

directly. Velvet fingers proposed in [46], are equipped with conveyor belts that

are capable of changing the surface friction of the fingers, pulling and pushing the
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objects in and out of grasp, and rotation within hand. Ma and Dollar propose a

two-fingered gripper with active surfaces in [41], where they utilize a thumb design

equipped with a conveyor belt and a forefinger with passive rollers. This hand is

capable of pushing and pulling objects within grasp, as well as in-hand alignment.

Similarly, in [47], Govindan and Thondiyath designed a gripper that utilizes movable

belts and spring loaded mechanisms to achieve contact force adjustments and shape

conformity for the grasped objects. Fingers with actively driven rollers are used in

[48] for 6-DOF spatial manipulation. In [20], a different variable friction mechanism

is proposed, that is based on origami inspired surfaces. The surfaces can be folded

and unfolded by a tendon driven mechanism thanks to the origami-based design.

Unfolded and folded modes of the surface correspond to different friction states,

enabling in-hand sliding and rotation.

The advantages of the compliant and adaptive designs is that they enable ma-

nipulation of a wide range of objects without the need for advanced sensing, and

control schemes. They provide a robust approach for executing manipulation primi-

tives such as in-hand sliding, rotation, pivoting. However, they leverage mechanical

phenomena that is more difficult to model than the kinematics of a design with

rigid fingers and revolute joints. This leads to challenges in planning for the in-hand

manipulation.

2.2 Extrinsic Dexterity Based Approaches

Robotic hand and gripper designs that facilitate in-hand manipulation are discussed

in Section 2.1. These mechanisms exhibit intrinsic dexterity, as they are capable of

performing a wide range of manipulation primitives via their actuation and driving

systems without relying on any external effects. However, these designs do not com-
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pose the only solution to the in-hand manipulation problem. Researchers frequently

use simple 1-DOF parallel jaw grippers and utilize extrinsic factors to compensate

for the lack of dexterity of these mechanisms. The external factors include gravity,

inertial effects, and surfaces or objects in the manipulation environment.

In [10], Chavan-Dafle et al. use a three-fingered simple robotic gripper that is

only capable of closing on the objects. They implement extrinsic dexterity based

manipulation primitives such as throw to palm, roll to ground, throw and flip, etc. in

an open loop manner. In this conceptual work, they validate the extrinsic dexterity

based in-hand manipulation framework. They show that it is possible to switch

between different types of grasp using these primitives.

A simple parallel jaw gripper is used in [12] together with external surfaces in

the manipulation environment to accomplish straight sliding, pivoting, and rolling.

This work derives the mechanics of the interaction between gripper, object, and the

environment. Chavan-Dafle and Rodriguez develop a quasi-dynamic formulation

based on complementarity constraints to determine the forces required to achieve

the desired object motion. In the future work [49], authors propose a dynamics rep-

resentation called motion cones to describe the extrinsic dexterity based interactions

between gripper, object, and the environment assuming known dynamic models.

In [11], Cruciani and Smith use a parallel jaw gripper connected to a robotic

arm and utilize the inertial effects caused by the arm motion to perform object

pivoting. Their strategy is based on low precision dynamic models of frictional and

inertial effects, and a low quality camera that takes stationary images in between

system actions. Q-learning is used to compute required arm motions for executing

the pivoting.

A dual arm robotic platform is used in [5]. Both arms are equipped with 1-DOF

parallel grippers. However, only one of the grippers is used to grasp the object,
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whereas the other gripper is used as an external surface that enables pivoting and

prehensile pushing primitives.

Holladay et al. proposes a general framework for pivoting in [15], including

multiple formulations based on the external effects used for pivoting. The first for-

mulation is for pivoting through contact with external surfaces and gravitational

effects, using quasi-static models, whereas the second one utilizes inertial effects,

and is modeled using dynamic formulations. In [50], a pinch grasp with the object

is modeled as a revolute joint with friction. Authors develop a sliding mode con-

troller that controlles the finger opening in a parallel jaw gripper to modulate the

joint friction. Pivoting is dynamically modeled accounting for the inertial and grav-

itational effects. Shi et al. utilizes a two fingered gripper setup in horizontal plane

to perform in-hand sliding via inertial effects using dynamic hand motions in [6].

Their dynamic formulation of sliding is based on a soft-finger limit surface model.

Stepputtis et al. uses a learning based method in [51] to predict slipping conditions

from tactile data to perform in-hand pivoting through gravity and inertial effects.

In [52] a novel sliding motion model is developed and two algorithms based on the

sliding model are proposed. The first algorithm aims to reduce the gripping force of

the parallel gripper, while avoiding object slip. The second algorithm controls ro-

tational sliding to perform in-hand pivoting. Their approach relies on force/torque

sensors and object orientation measurements.

Although extrinsic dexterity enables a wide range of object motion for grippers

that otherwise cannot be achieved, the motion is still limited to a plane along which

objects can only pivot or slide. To perform extrinsic dexterity based manipula-

tion, either external surfaces or robotic arm motions are required. As frequently

mentioned in this section, dynamic formulations of contact and inertia are usually

required to model and execute these manipulation primitives. Existing works in the
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literature mostly assume known dynamic models of objects and external surfaces.

These requirements and limitations may pose challenges when trying to achieve a

higher DOF manipulation on everyday objects in unknown environments.

2.3 In-Hand Manipulation Planning and Control

In Sections 2.1 and 2.2, mechanisms that are intrinsically capable of in-hand manip-

ulation and techniques that enable in-hand manipulation are discussed. For some of

these works, we mentioned the corresponding control, planning, or learning-based

approaches as well. Now, we provide a detailed discussion about the planning,

control, and learning-based methods for in-hand manipulation.

Graph-based methods are widely used to perform in-hand manipulation plan-

ning. Trinkle and Hunter acknowledge the large state space involved in the manip-

ulation planning problem and decompose it using the contact configurations in [1].

They derive the contact mechanics for a multifingered system assuming sliding con-

tacts can occur and determine joint trajectories by searching the decomposed graph.

In [53], a two stage planning algorithm is developed, that determines subgoals within

a configuration space graph, and seekes quasi-static trajectories to achieve the sub-

goals. They use a multifingered hand assuming no finger-gaiting but contact mode

switches between rolling, sliding,and twisting. A random search is utilized on the

graph to find trajectories. Another work that uses multifingered hands is [54], in

which Saut et al. considers a grasp space, which is divided into subspaces depending

on the finger configurations. Fingers are modeled to have sharp contacts with the

object that prevents rolling effects. However, they can be relocated on the object

to change the finger configuration, enabling transitions between different grasp sub-

spaces. Proposed approach aims to explore the grasp space to find finger trajectories
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and relocations to follow desired object trajectory.

Graph based methods are also used along with underactuated, adaptive hands

and extrinsic dexterity based approaches. Hou et al. uses a two fingered gripper

to achieve a pinch grasp in [55], which can be adjusted via on table pivoting and

rolling primitives. A quasi-static formulation is adopted that neglects inertial effects.

Assuming no slip between the hand and the object and coulomb friction between

the object and the table, proposed planner aims to find object and hand orientation

trajectories and a cartesian trajectory to execute the required rotations. Utilized

graph consist of grasp poses connected through the primitives. They solve for a

sequence of pivoting and rolling using Dijkstra’s algorithm. Cruciani et al. uses a

dual-arm system in [5], where one of the hands is used as an external support for

pushing and pivoting actions. They generate a dexterous manipulation graph, whose

nodes are connected through the predefined primitives. A path corresponding to a

sequence of pushing and pivoting is found using Dijkstra’s algorithm. Primitives are

formulated and executed in kinematic level. In following work [56], dual-arm system

is used for regrasping operations, where the main hand is allowed to release the

grasp and regrasp the object while the grasp is transferred to the secondary hand in

between. Regrasping operation allows the hands to reach contacts on different faces

of the object surface, which previously corresponded to disconnected components

proposed in the dexterous manipulation graph. Cruciani et al. propose a learning-

based method to learn shape priors and utilizes them to estimate object shapes

under partial visual observation in [57]. Using this approach dexterous manipulation

graphs can be incrementally built for unknown objects.

Bircher et al. use an underactuated hand in [58] and propose an energy gradient-

based method for planning in-hand manipulation. This approach does not require

any contact or dynamics modeling, which previously posed a challenge for underac-
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tuated hands. By calculating energy states of different system configurations under

a given input, an energy map is generated. The gradient of this map is used to de-

termine the object trajectory. Discretizing this map leads to a connected graph, on

which a path can be found to reach desired goal configurations using breadth-first

search. Calli et al. use the adaptive hand Yale Model T-42 in [59] and propose

a planning algortihm based on vision-based control and estimation of grasp safety.

They use a heuristic guided planner iSST, which utilizes Dynamic Time Warping as

a measure of curve similarity to compute the node costs. Using visual data-driven

regression process, based on the previous work [60], which learns to predict different

modes of in-hand manipulation, authors can estimate the probability of dropping the

object during manipulation. The planner is combined with the estimation method

to avoid near failure states.

Trajectory optimization is another approach used to plan for in-hand manip-

ulation. In [61], Han et al. propose a general technique that considers contact

kinematics, nonholonomic motions, and grasp stability to generate and track joint

trajectories for a hand with two flat fingers. The goal is to track a reference trajec-

tory with the object while optimizing grasp quality. In [9], trajectory optimization is

used to synthesize hand motions, given high-level goals such as desired object pose.

Resulting plan specifies the location and time for the finger contacts and their trajec-

tory. Sundaralingam and Hermans propose a method based on kinematic trajectory

optimization in [7]. They assume no finger-gaiting, only allowing the reconfiguration

of the object within hand. However, instead of formulating finger contacts as rigid

constraints, they define them using cost functions, resulting in a relaxed constraint,

which only penalizes the sliding and rotation of the fingers. The advantage of this

method is the kinematics level modeling, and a joint space solution that does not

require inverse kinematics solvers. In [62], they extend the work by incorporating
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trajectory smoothing, collision avoidance, and object pose feedback. Developed in-

grasp manipulation strategy is combined with a finger-gaiting approach in [63]. The

proposed planner solved two different optimization problems to alternate between

in-grasp manipulation and finger-gaiting to achieve desired grasps.

Daoud et al. propose a two phase approach in [64] to plan the finger motions

and fingertip forces on an anthropomorphic hand. They use geometric models for

contact to solve for finger motion, whereas a neural network based force evaluation

method is used to estimate forces without sensing and an optimization algorithm

is utilized to control the finger tip forces. This approach achieves desired object

motion, while maintaining the grasp stability through force control. An online

planning algortihm is proposed in [65], that considers a multifingered hand and arm

system. By analyzing the workspace of the hand, the planner assigns weights for

the contributions of the hand and the arm to coordinated motion. Their method

relies on pose error computation and cartesian position or impedance controllers

for execution. A sampling based planning approach is used in [66]. This work

considers extrinsic dexterity based manipulation relying on external surfaces for

pushing and pivoting of objects. Chavan-Dafle and Rodriguez propose a low-level

optimization for the inverse dynamics of the manipulation primitives and a sampling-

based high-level planner using transition-based RRT* (T-RRT*) to find a sequence

of manipulation primitives. They assume known mechanical properties of the object

such as mass, geometry, inertia, and friction coefficients and the gripping force. In

[49], authors replace the low-level planning component, using the proposed motion

cones model.

To finalize the review of in-hand manipulation planning and control, we mention

the learning-based methods. Learning methods are most commonly utilized to con-

trol the motion of multifingered and high-DOF hands. Most learning-based methods
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aim to learn actuation inputs or controllers for in-hand manipulation. In [14], the

TWENDY-ONE Hand is used. The hand is equipped with force/torque sensors at

fingertips and tactile arrays on the skin. Proposed method uses a feedforward neural

network to learn the next motor positions for a predetermined manipulation motion

using the data on current grasp and object geometry. In [67], Kumar et al. use a

pneumatically actuated hand capable of in-grasp manipulation and finger-gaiting.

Using model-based reinforcement learning, a time-varying linear Gaussian controller

is learned, that is directly used to compute the required pneumatic system inputs

without the need for any additional mapping in joint space. Cost functions used in

the learning scheme is based on the reference object poses. In [68], model-free deep

reinforcement learning is used to learn in-hand manipulation policies (joint trajecto-

ries) for motions such as object relocation, in-hand repositioning, door opening, and

tool use. Authors investigate two approaches, learning from scratch vs. learning

through human demonstrations. OpenAI uses the Shadow Hand in [8] and perform

reinforcement learning to learn a controller policy that computes the required ac-

tuator positions for a vision-based object reorientation within-hand. In contrast to

other approaches that learn actuation policies, deep dynamic models are learned

in [69]. Authors use the learned models with model predictive control (MPC) to

perform in-hand reorientation, writing, and ball juggling.

There are also learning-based approaches that use compliant and adaptive hands.

In [70] a three-finger compliant hand equipped with tactile sensors is used to learn

a control policy. They formulate the in-hand manipulation as a Markov Decision

Process (MDP), where the state parameters are the finger angles and tactile sensor

measurements. Actions correspond to the finger velocity inputs. Proposed reward

function for the reinforcement learning is based on position and force error. Li

et al. use a 3 fingered hand on a 2D plane in [71] that is capable of reposing,
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sliding, and flipping slender objects. They propose a low-level planner through

dynamic formulations to execute the primitives using torque controllers and a high-

level controller based on deep reinforcement learning to decide for a sequence of

manipulation primitives and corresponding parameters. Their method assumes that

inertial properties of the object are known. In [72], Sintov et al. use the adaptive

hand Yale Model T-42. They propose a learning-based planning scheme that require

the learning of a transition model and a model critic, where the critic is responsible

for estimating the model error. Authors train neural networks for both components

and solve a Non-Observable MDP problem in an open-loop manner using the learned

model and critic. Proposed approach aims to learn an optimal control sequence that

optimizes the cost function, reaches the goal state, and avoids the regions that are

inaccurately modeled which are identified by the critic.
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Chapter 3

3D In-Hand Manipulation

In this work, we consider an in-hand manipulation task that requires the contact

between the hand and the object to be navigated from an initial region to a goal

region on the object. As shown in Figure 3.4a, previously used setup for the variable

friction hand was restricted to 2D in-hand manipulation, where the object was able

to translate and rotate within-hand along a plane (represented by green arrows).

Using these manipulation primitives, only a small set of goal regions were reach-

able. Here, we expand the workspace to 3D to include the degrees of freedom shown

in Figure 3.4b by extrinsic dexterity-based manipulation strategies (represented by

yellow arrows). With the improved action space, we can reach a larger set of goal

regions. This chapter introduces the variable friction hand design and the manip-

ulation primitives enabled by the hand setup. Then it describes and models the

extrinsic dexterity based manipulation strategies utilized to expand the manipula-

tion workspace to 3D.
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3.1 Variable Friction Hand

The variable friction hand is an open-source design from Yale OpenHand Project[73],

named as Model VF, described in detail in [18]. Model VF consists of two fingers

connected to the hand base by rotary joints. As shown in Figure 3.1, each finger

is equipped with a friction switching mechanism, consisting of a servo motor, a low

friction insert, rubber bands, and tendons. Fingers are by default at low friction

state, where the rubber bands keep the low friction surfaces exposed. Fingers can

be set to high friction state by actuating motors to pull on the tendons connected

to the low friction inserts, retracting them and exposing the high friction surface on

the fingers. Dynamixel XM430-W350 motors are used to actuate the finger joints.

In this setup, Dynamixels are either used in the position control mode or torque

control mode, depending on the manipulation primitive to be executed.

Figure 3.1: Finger equipped with a friction switching mechanism

The friction switching mechanism enables the control of the contact mode be-

tween the fingers and the object by imposing sticking or sliding behavior. The

main logic of the variable friction finger design is to have the friction coefficients of

the high and low friction surfaces at extremes, which is sufficiently achieved by the
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materials used in the current fingers. This property enables controlled sliding and

rotation of a wide range of objects with different friction characteristics. Following

manipulation primitives are enabled solely by the variable friction hand.

3.1.1 In-Hand Sliding

To achieve in-hand sliding, one of the fingers is switched to low friction state, whereas

the other finger is at high friction state. Slides can be performed in both distal

and proximal directions. Four distinct manipulation primitives emerge from these

conditions. Table 3.1 summarizes the friction states, Dynamixel control modes,

and directions of object and finger motion corresponding to each sliding primitive.

Figure 3.2 demonstrates how each sliding primitive is executed using variable friction

fingers.

Table 3.1: In-hand sliding primitives

Primitive Friction
States

Object
Direction

Finger
Direction

Dynamixel
Mode

Slide Left
Down

(low,high) Proximal CCW (position,torque)

Slide Left
Up

(low,high) Distal CW (torque,position)

Slide Right
Down

(high,low) Proximal CW (torque,position)

Slide Right
Up

(high,low) Distal CCW (position,torque)
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Figure 3.2: In-hand sliding using variable friction fingers.

3.1.2 In-Hand Rotation

To achieve in-hand rotation, both fingers are kept at high friction state. Object in

grasp pivots around the contact with the fingers, enabling object rotation. Table 3.2

summarizes the friction states, Dynamixel control modes, and directions of object

and finger motion corresponding to each rotation primitive. Figure 3.3 demonstrates

how each rotation primitive is executed using variable friction fingers.

Table 3.2: In-hand rotation primitives

Primitive Friction
States

Object
Direction

Finger
Direction

Dynamixel
Mode

Rotate
Clockwise

(high,high) CW CCW (position,torque)

Rotate
Counter-
clockwise

(high,high) CCW CW (torque,position)
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Figure 3.3: In-hand rotation using variable friction fingers.

3.1.3 Kinematics Model

As the contact modes vary with the friction states of the fingers, different kine-

matics models are required for each finger state combination. Forward and inverse

kinematic models were derived in [19].

In this work, we use these kinematics models to compute required position inputs

to the Dynamixels, when executing the planned sliding and rotation primitives.

3.2 Extrinsic Dexterity Based Strategies

By attaching the variable friction hand to a robotic arm, we introduce additional

degrees of freedom to the manipulation platform. Following manipulation primitives

are performed using extrinsic dexterity-based manipulation strategies, such as pre-

hensile pushing, pivoting and exploitation of gravity. These manipulation strategies

are enabled by the variable friction fingers, the motion of the robotic arm, and the

horizontal support surface in the environment.
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Figure 3.4: (a) In prior work, a 2-DOF robot hand was proposed that is capable
of translation and rotation in 2D. (b) By combining this hand with a robotic arm,
extrinsic dexterity based manipulation primitives such as prehensile pushing and
pivoting can be utilized to achieve 3D manipulation.

3.2.1 Moving Contact Up and Down

Contact between the fingers and the object is translated in positive z-direction

(Figure 3.4b) by exploiting the gravitational forces acting on the object. To achieve

this action, both finger frictions are switched to the low friction state and fingers slide

up on the object while the contact is maintained with the support surface. Different

from the existing work on the extrinsic dexterity based manipulation techniques, this

can be achieved via a simple kinematic model, without using any force sensing or

control, thanks to the friction modulation. By controlling the end-effector position

of the robotic arm along the z-axis, required sliding can be performed to move the

contact up by the planned amount.

Likewise, having the contact friction low, contact between the fingers and the ob-

ject is translated in negative z-direction through prehensile pushes against the sup-

porting surface. Same contact assumptions and kinematic model hold for controlling

the amount of pushing. After these operations the friction states are switched to

high to recover the firm grip.
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3.2.2 Pivoting

Similarly, being able to change finger surface friction allows us to leverage extrinsic

contacts reliably without the need of force control or dynamic models. A kinematic

model is derived by modelling contacts between the fingers and the object and

between the object and the supporting surface as frictionless revolute joints. Frame

assignments are shown in Figure 3.5. Using the Denavit-Hartenberg parameters

provided in Table 3.3, transformations between the end-effector frame and the object

frame is found. Similar to the stage-wise pivoting in [11], pivoting is executed

according to the kinematic model in two stages as shown in Figure 3.6:

1. Maintaining the contact angle with the fingers at high friction state, object is

rotated around the pivoting axis by controlling the end-effector pose via robot

motions.

2. Keeping the high friction state, the robot moves the object to establish a

contact with the support surface at the pivoting point. The hand switches to

low friction state for both fingers, and the robot follows an arch motion based

on the derived kinematics.

Table 3.3: DH Parameters for arm-hand system

Transformation θ d a α

T eeh
3π
4

d1 0 π
2

T hf θfinger 0 d2
π
2

T fd θcontact − π
2

0 d3 0

T dp −π
2

0 d4 π

T po θpivot 0 0 0
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Figure 3.5: Frames are attached on the robot end-effector, gripper palm, finger
contact, object and pivoting center. Parameter d1 is a fixed offset depending on
the arm-gripper setup. Planning algorithm outputs the current finger parameters
(θfinger, d2, d3 and d4) for a pivoting action, which are then used in the kinematic
model. During the pivoting, finger parameters are held constant, while the angles
of the virtual joints (θcontact and θpivot) vary.
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Figure 3.6: Pivoting is executed in two stages. At Stage 1, fingers are in high
friction state, as the object rotates around the pivoting axis. At Stage 2, object is
simultaneously rotated around the pivoting axis and finger contact by utilizing the
table surface and switching to low friction state.
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Chapter 4

Region-Based Manipulation

Planning

Considering an in-hand manipulation task that requires the contact between the

hand and the object to be navigated to a desired region on the object, we develop

a novel region-based motion planning formulation, based on a technique to measure

the distance between convex polygonal patches. This chapter introduces the region-

based planning problem and describes the proposed A* search algorithm to solve

for manipulation sequences.

4.1 Problem Formulation

Region-based within-hand manipulation planning problem is defined as finding a

sequence of manipulation primitives π = [a1, ..., aT ] that navigates the contact be-

tween the hand and the object from an initial state s0 (the initial contact region) to

a set of desired regions P = {p1, ..., pn} at terminal step T . Regions p1 to pn are on

different surfaces of the object through 1− n. For the variable friction hand, there
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is a contact region between each finger and the object to be navigated within one

of the goal regions. In this work, we have the following assumptions:

1. 3D geometry of the object is assumed to be known and provided as a list of

vertices.

2. Objects are prismatic, object faces and contact regions are convex polygons.

3. Variable friction fingers make contact with two parallel surfaces on the object

with opposing normals.

Our motion planning algorithm aims to solve the optimization problem given as:

min
π

(E(sT , P ) + w
T−1∑
t=0

g(at)) (4.1)

where E(sT , P ) is a cost function designed to minimize the contact region that is

left outside of the goal region at terminal step T , g(at) is the cost of taking an action

a at time t and w is a trade-off weight between the cost components. Depending

on the limitations in state space, kinematic model and hardware, constraints can be

imposed on the proposed optimization problem.

4.2 A* Search Algorithm

We solve the optimization problem defined in Section 4.1 with a modified A* al-

gorithm and a region-based heuristic design. Different from the motion planning

approaches in the literature that consider a point-based agent being navigated into

a goal pose, a goal state, or a set of goals, we consider a polygonal agent that will

be navigated inside a goal region.
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4.2.1 States

For the region-based planning problem, the states of the system are the contact

regions between the fingers and the object represented by convex polygons in 2D.

A state s(fl, fr, Cl, Cr) stores the following information:

• Indices of the object faces (through 1−n) in contact with left and right fingers:

(fl, fr)

• Contact regions for left and right fingers represented using the vertices of

contact polygons: (Cl, Cr)

4.2.2 Actions

Actions available for this system are the manipulation primitives described in Chap-

ter 3. There are 6 manipulation primitives performed by the variable friction hand.

3 additional manipulation primitives are enabled by the cooperation of the robotic

arm and the hand. Total of 9 actions are considered in the motion planning prob-

lem, resulting in the following action space: A = {Slide along the left finger up,

slide along the left finger down, slide along the right finger up, slide along the right

finger down, rotate clockwise, rotate counterclockwise, move contact up (along the

z direction in Figure 3.4b), move contact down, pivot}.

Each of these actions are discretized as follows. The resolution of slides and

moving contact up-down are dependent upon the range of dimensions of the objects

being manipulated. The resolution is expected to allow multiple slides along the

object surface. However, having a small resolution creates a burden for the planning

algorithm by expanding the state space and increases the planning time of the

required manipulation sequence. Based on these factors, the resolution is determined

experimentally for a group of test objects. The resolution of in-hand rotation and
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pivoting actions depend on the outer angles of the polygonal object faces, which

are automatically detected by the planning algorithm. Figure 4.1 illustrates the

rotation and pivoting resolutions on a hexagonal prism.

Figure 4.1: Pivoting and rotation resolutions for a hexagonal prism. The invalid
orientation results in edge contacts when rotated, hence it is an invalid state.

4.2.3 Transition Model

Our transition model illustrated in Figure 4.2 describes how taking an action a

transforms the current state s to the next state s′ (e.g. how pivoting the object

changes the contact region between the fingers and the object). For any given object

and a set of goal regions complying with our assumptions, proposed algorithm can

automatically determine the valid manipulation primitives at a current state and

use the transition model to transform a it into to the next state.

Table 4.1 summarizes the effect of each primitive on the system state s. Fig-
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Figure 4.2: When an action is taken, contact regions are transformed according to
a transition model. Following an action, the contact region can translate and rotate
on the same surface or travel between different surfaces.

ure 4.3 is an accompanying illustration for a square prism. Note that contact faces

are only changed as a result of in-hand rotation actions. The remaining primitives

only move the contact patches along the same surface. Sliding actions have the

capability to increase and decrease the contact area depending on the object posi-

tion. For states in which the object is entirely within the palm, slides cannot change

contact area. For states in which the object is at the finger tips, slides can effect

the contact area. Rotation actions generate a similar effect. Moving contact up and

down locates the contact patches vertically along object surface, whereas pivoting

rotates the contact patches around the pivoting center.
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Table 4.1: Effects of each primitive on system state parameters. NE denotes no
effect.

Primitive fl fr Cl Cr

Slide Left
Down

NE NE NE/increase
in area

NE

Slide Left
Up

NE NE NE/decrease
in area

NE

Slide Right
Down

NE NE NE NE/increase
in area

Slide Right
Up

NE NE NE NE/decrease
in area

Rotate
Clockwise

contact
face
change

contact
face
change

NE/increase
in area

NE/decrease
in area

Rotate
Counter-
clockwise

contact
face
change

contact
face
change

NE/decrease
in area

NE/increase
in area

Move Con-
tact Down

NE NE moves
down

moves
down

Move Con-
tact Up

NE NE moves up moves up

Pivot NE NE rotates
around
pivoting
center

rotates
around
pivoting
center

4.2.4 Termination

The A* search algorithm terminates with success, when a sequence of manipulation

primitives, π = [a1, ..., aT ], is found that navigates the contact regions for both left
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Figure 4.3: This figure illustrates the changes in contact regions for left and right
fingers for each motion primitive on a square prism.

and right fingers into goal regions on the object surface, P = {p1, ..., pn}. In other

words, it terminates successfully, when the path [s0, a1, s1, a2, ..., sT ] is generated for

sT (fl, fr, Cl, Cr) with Cl ∈ pfl , Cr ∈ pfr . The algorithm fails if no paths leading to a

termination state sT is found after exploring the reachable nodes.

4.2.5 Cost Function

During the A* search, a cost is assigned to each node/state, consisting of two com-

ponents. The first component g(s), corresponds to the cost accumulated to reach

the current state, whereas the second component h(s), is the cost that will be accu-

mulated to reach the goal state starting from the current state [74]. The total cost

associated with a state is found as:

f(s) = g(s) + h(s) (4.2)
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A* search algorithm tries to find the path between initial and goal states with

the cheapest cost and it is optimal for heuristic function, h(s), satisfying certain

characteristics [74].

Path (Action) Cost

While determining the costs of manipulation primitives, we consider the in-hand

sliding as the reference case, where the cost of a unit sliding is equal to the sliding

resolution. In-hand rotation is a slightly complex primitive that requires a larger

finger motion compared to unit sliding. Moving the contact up or down requires mo-

tion of the arm and pivoting primitive requires even larger arm motion. As this work

aims to find a manipulation sequence with least complexity and shortest execution

time, we scale up the action costs of these primitives according to Table 4.2.

Table 4.2: Action cost multipliers for each primitive category.

Primitive category Cost multiplier

Slides 1

Rotations 3

Move Up & Down 10

Pivot 25

Heuristic Cost

The heuristic function is used to attract the search for the manipulation sequence

towards the goal regions. Whereas it is common to use some well-known distance

measures such as Manhattan distance or Euclidean distance in a conventional nav-

igation scenario on a 2D grid, this novel problem requires a measure of distance
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between two polygonal areas, namely the contact regions and the goal regions on

the object surface. Since manipulation primitives move the contact region along the

surface of the object, distances to be measured also needs to be along the object

surface. Geodesic distance computation methods are developed for this purpose

[75]. However, a quicker and simpler approach is required to be implemented in the

proposed planning algorithm. We propose a method that automatically unfolds the

surfaces of a given object and projects them onto a plane. This approach ensures

that the euclidean distances measured on the projection plane are the same with

the distances that are measured along the object surface. Figure 4.4 illustrates the

unfolding procedure and the computation of the heuristic.

Let ci denote the i-th vertex of the contact region between the fingers and the

object, and pm denotes the goal region on surface m. The shortest distance between

a point and the surface is computed with function d. Following steps summarize the

details of the heuristic computation:

1. For each corner on a contact region (ci), the shortest distance between the cor-

ner and the goal region on a selected surface is computed (d(ci, pm)). Distances

are summed up for 4 corners.

Dm =
4∑
i=1

d(ci, pm) (4.3)

2. Step 1 is repeated for each goal region, P = {p1, ..., pn}.

3. Minimum of the stored sums is the heuristic at state s for the selected contact

region.

h(s) = min(D1, D2, ..., Dn) (4.4)

4. Heuristic is computed for both right and left contact regions. Final heuristic
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is the sum of the right and left heuristics.

hfinal(s) = hl(s) + hr(s) (4.5)

Figure 4.4: To compute the heuristic function, surfaces of the object are unfolded,
while keeping the contact surface at the origin. For each goal region the shortest
distances with the contact are computed. Minimum of the shortest distances is the
heuristic for the selected finger.

As discussed in [19], we modify the heuristic cost using a discount multiplier to

favor repetitive actions, according to following principle:

h(st) = βh(st) (4.6)
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where

β =


0 < β < 1, if at = at−1

1, otherwise

(4.7)

This leads to smoother paths in execution, decreasing the number of switches in

friction states and Dynamixel control modes, thus the tear and wear of the variable

friction hand setup. A similar approach is adopted in [76], to reduce the number of

contact switch-overs between extrinsic dexterity based manipulation actions.

Similarly, we adapt the weighted A* search approach, given by Equation 4.8,

from [19] to speed up the search, as the state space of the 3D system is even larger.

However, this approach is known to sacrifice the optimality by a degree of ε of the

A* search.

f(s) = g(s) + εh(s), with ε > 1 (4.8)

The heuristic cost and the assigned action costs do not exactly represent the

same measures along the manipulation path, as the heuristic cost is a measure

of distance and the action costs are assigned according to action complexity and

execution times. This might lead to some concerns regarding the admissibility of

the heuristic, thus the optimality of the algorithm. To address this issue, we point

out to the definition of the sliding resolution and assigned sliding cost. Assuming

that sliding actions enable the fingers to traverse along the object surface both

horizontally and vertically as well as across different object faces, the actual cost

to any goal region would be equal to the Manhattan distance to that region. The

heuristic cost is in the form of a euclidean distance, hence it would be providing an

optimistic estimate of the actual cost. Since the costs of remaining primitives are

scaled up based on the sliding primitive, the distance measure used as the heuristic

is expected to be an optimistic estimate of the required cost, hence an admissible
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one in this case.
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Chapter 5

Experiments and Results

5.1 Simulated Experiments

As a proof of concept for the region-based planning approach, we developed a simu-

lation environment. Using the models for the variable friction hand and the Franka

Emika Panda arm, the 3D in-hand manipulation platform is spawned in Gazebo

[77] on ROS Kinetic distribution [78], as provided in Figure 5.1. The manipulation

environment contains a support surface and several prismatic objects. Manipulation

sequences produced by the region-based planning algorithm are executed using the

simulation environment, confirming our planning and execution approaches quali-

tatively.

5.1.1 Variable Friction Plugin

As it was not feasible to model the actual friction switching mechanism using the

low friction inserts that move back and forth between finger gaps, a Gazebo plugin

is developed to enable the active control of the friction coefficients during simula-
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Figure 5.1: Simulation environment for 3D in-hand manipulation platform including
variable friction gripper and Franka Emika Panda arm.

tion. The plugin is available in a public repository1 along with a 2D simulation

environment and control algorithms for the variable friction hand.

5.1.2 Experimental Framework for Simulation Parameters

Modeling and simulating contact-rich environments are not easy, especially in the

presence of continuous impacts and friction. To achieve more stable contact behav-

ior, an experimental framework is developed that enables control over various surface

1https://github.com/asahin1/wihm-variable-friction
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characteristics during simulation. Using this framework, we have experimented with

different sets of simulation parameters in Gazebo, and determined the most suitable

one for a stable simulation of the variable friction hand setup. A screenshot of the

user interface is provided in Figure 5.2.

5.1.3 Simulation Outcomes

Although the developed simulation does not represent the physical system with

full accuracy due to the limited capability of modeling the frictional effects, it is a

useful tool in assessing the execution and planning of the current and future in-hand

manipulation strategies. Furthermore, the simulation environment can be used to

generate visual and numeric data to train learning-based algorithms.

5.2 Real-Robot Experiments

5.2.1 Experimental Setup

To further validate our approach and evaluate the manipulation sequences generated

by the planning algorithm, we conduct real-robot experiments using the variable

friction hand setup and a Franka Emika Panda arm shown in Figure 5.3. To be

used in the experiments, we designed and manufactured the object set given in

Figure 5.4 from polylactic acid (PLA) plastic by 3D printing. For each object, 1-3

initial and goal regions are defined. Some examples are shown in Figure 5.5.

We use the in-hand manipulation benchmarking protocol proposed in [79]. 1-3

manipulation sequences are generated for each object corresponding to each initial

and goal region. 5 trials are run for each generated plan, with a total of 5-15

executions per object. Average motion planning and execution times are provided
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Figure 5.2: User interface for runtime simulation parameter adjustments and high-
level in-hand manipulation commands.

along with the failure rates for each object in Table 5.1.
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Figure 5.3: Real robot experimental setup including the variable friction gripper
and Franka Emika Panda arm.

Figure 5.4: Artificial objects are modeled and 3D-printed for the experiments. Set
of objects include: 1) square prism 2) rectangular prism curved 3) rectangular prism
large 4) hexagonal prism tall 5) rectangular prism small 6) hexagonal prism short.
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Figure 5.5: Initial and goal region pairs are defined on each object. Red regions
indicate the initial regions and blue regions indicate the goal regions.

5.2.2 Results

Table 5.1: Experiment Metrics

Object Planning
time (s)

Execution
time (s)

Failure
rate

square prism 70.8 70.7 26%

rectangular prism curved 40.1 52.3 10%

rectangular prism large 34.1 39.5 10%

hexagonal prism tall 5.7 17.1 0%

hexagonal prism short 8.5 10.0 0%

rectangular prism small 1.4 10.9 0%

All Objects 37.6 40.8 10%

To evaluate the performance of our system in region-based manipulation tasks,

we compute the ratio of the contact area within the goal to the area of the entire

contact region. Computed percentage goal region overlap is reported in Figure 5.6.

Results show that the region-based planning and the in-hand manipulation

pipeline can navigate around 70% of the contact region into the goal region for

the selected objects. Errors in the final state are mostly due to the open-loop execu-

tion of the manipulation primitives, which fails to compensate for the inaccuracies

in the modeling and disturbances induced by the unplanned slips during the execu-
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Figure 5.6: Distribution of averaged goal region overlap for left and right fingers
on each object. Results include 11 successful trials for square prism, 9 successful
trials for rectangular prism curved and rectangular prism large, 5 successful trials
for hexagonal prism tall, hexagonal prism short and rectangular prism small for a
total of 44 successful trials.

tion. In some cases, unplanned slips lead to dropping the object, which are referred

to as failures in Table 5.1.

The performance and the failure rates are highly dependent upon the complex-

ity of the defined regions on the object and corresponding manipulation plans. We

define the regions and the manipulation tasks to test the limits of the region-based

planning as well as the 3D in-hand manipulation platform. While doing so, we

consider the following constraints regarding each object geometry. For prisms with

limited height, pivoting and moving up & down are usually invalid actions, as these

primitives require some portion of the object along the height to extend out of the

grasp. The hexagonal prisms are difficult to slide within the hand, as they are

more likely to pivot around the corners. In addition to that, the edge lengths are

smaller to keep the object size within an acceptable range, which makes the grasp

on hexagonal objects less stable at the fingertips leading to challenges in manip-
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ulation at the fingertips. Square and rectangular prisms with proper height are

easily manipulated by the available system, thus more complex tasks are preferred

on these objects. Square prism, being the object with the most primitive geometry,

allows more complex manipulation planning and execution including multiple slides

and rotations in sequence with pivoting. However, likelihood of having unplanned

slippage during manipulation also increases with the number and complexity of the

executed manipulation actions, which caused larger region overlap errors. Curved

and large rectangular prisms were subject to less complex sequences including slides

with single rotation and pivoting towards the end. Hexagonal prisms and small

rectangular prism were not pivoted during the experiments due to the workspace

constraints, which reduced the corresponding failure rates and inaccuracies drasti-

cally for these objects. The effect of manipulation complexity can also be observed

on the planning and execution times provided in Table 5.1.
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Chapter 6

Discussion and Future Work

While the planning strategy, coupled with the advantages of the variable friction

fingers, provides a large operation space, the setup exhibits several mechanical lim-

itations that prevent the execution of manipulation primitives on certain objects or

certain states. These limitations sometimes cause inaccuracies or failures during the

execution. We accounted for some of these limitations by imposing constraints on

the optimization problem (e.g. by introducing some action sequences as workspace

constraints, making the system avoid near-failure states). These constraints are

parametrically defined inequalities depending on the object and finger geometry.

However, the hand was not able to manipulate some object geometries at all, for

instance, thin prisms and moderately large objects, which we removed from our ex-

periment set. According to our observations, the major limiting factor was the palm

width of the hand. For objects with certain length to width ratios, it is not always

possible to exert enough moment to initiate the within-hand rotation motion. Sim-

ilarly, for some object geometries and palm width, a slight disturbance or modeling

mismatch can initiate a rotation, preventing the sliding actions from being executed

as planned.
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In the future work, we plan to investigate the advantages of having a mechanical

design that allows variable palm width. In addition to enabling sliding and rotation

for thin prisms, this would also enable the manipulation of larger or smaller objects.

However, it is expected that such modifications will increase the system complexity

and motion planning requirements. A design addressing the variable palm width

mechanism is developed by our external collaborators. As of now, we are working

on a manufactured prototype, and testing the capabilities of the mechanism. Two

options will be investigated regarding the control of the palm width in the future:

• The algorithm will determine and set the optimal palm width, before initiating

the motion planning. Models used within the motion planner will consider the

determined palm width.

• Increasing and decreasing the palm width will be defined as manipulation

primitives, which can be executed during a manipulation sequence. Corre-

sponding transition models for the planning algorithm needs to be derived.

Another future direction is the adaptation of the planning algorithm to a wider

variety of object geometries. This work entails the relaxation of some of the as-

sumptions listed in Section 4.1. An example is the assumption regarding contacts

on parallel object surfaces, which restricts the framework to manipulate prismatic

objects. Future approach will investigate system states including edge contacts with

the objects, in addition to face contact cases.

Another potential improvement on this work is to incorporate closed-loop control

and planning to the proposed in-hand manipulation framework. By estimating the

object pose within-hand, we plan to account for the modeling errors in variable

friction hand kinematics as well as the pivoting kinematics. This might enable us

to avoid near failure configurations and reach goal regions with increased accuracy.
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Aside from the modifications and additions to mechanical design, modeling and

control of this in-hand manipulation framework, there are also some issues to inves-

tigate regarding the region-based planning algorithm. As described in Section 4.2.5

and shown in Section 5.2.2, the costs and the heuristic weights are not optimized,

which sacrifices the optimality and time complexity for the A* algorithm. These

parameters can be tuned further to achieve shorter planning an execution times.

Relatedly, a statistical study can be conducted on the relationship between the fail-

ure rates, object geometry and selected manipulation primitives to determine a set

of parameters that would reduce the number of failures during the execution.
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Chapter 7

Broader Impacts

Our work offers following technical contributions:

• A formulation and solution for robotic in-hand manipulation that aims to

reach specified contact regions on object surfaces

• Increased in-hand manipulation capabilities extending to 3D, enabled via robot

fingers with variable friction mechanisms and manipulation strategies leverag-

ing external elements

• Simplistic task execution approach that does not rely on complex sensing and

control methods

In addition to the advancements that these contributions might bring in indus-

trial applications and robotics research, they also entail broader impacts involved

in domains such as domestic robotics and personalized care, which might be of

particular concern to the entire society.

Robotic devices can be used in the personalized care of patients, the elderly, and

people with physical limitations and disabilities [80, 81, 82]. Robotic manipulators

assist these people in hospitals or household spaces, such as kitchens, bathrooms, or
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bedrooms. Some common tasks include helping people to get out of a bed or a chair,

use their medicine, visit the bathroom, or fetching personal items and bringing food,

etc. As the demand for personalized healthcare increases, it might be preferable to

assign even more tasks to robots, and let healthcare personnel monitor and supervise

them for more efficient and accessible care. Robots can also be advantageous in

treating and assisting people during outbreaks of infectious diseases, where human-

to-human contact is to be minimized.

Similarly, robots can be deployed in domestic environments to assist people with

daily chores such as cooking, cleaning, laundry, dish-washing, vacuuming, sorting,

and organization of items [83, 84]. As robotic technology advances, domestic robots

might be more accessible to a wider population. This will allow them to avoid

performing such routine tasks after a workday, pursue hobbies, and have more time

for leisure. As with healthcare applications, domestic robots can be effective in

enabling social distancing during pandemics, when they are deployed for tasks such

as shopping and food pick-up.

Most of the tasks mentioned here require some sort of manipulation of objects or

usage of handheld tools. Outcomes from our research might facilitate the assignment

of these tasks to robotic devices in a couple of ways. Offering a simple but robust

solution to the in-hand manipulation problem (e.g., without requiring elaborate

sensing and control technologies), our framework might increase the accessibility to

robotic systems that are currently in use for domestic purposes and personal care.

Through the increased manipulation capabilities discussed and validated in this

work, these systems will be able to perform a wide range of tasks in such contexts.

The proposed region-based formulation is expected to be useful for the development

of alternative planning and control algorithms for in-hand manipulation in the future

as well. We believe that it will provide an effective representation for many tasks
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including the most common ones in household and healthcare contexts. For example,

instead of requiring a cooking robot to grasp a pan and a spatula by making contact

with specified points on their handles, our formulation will allow people to define

the entire handle as an acceptable grasp region. Similarly, to unscrew a medicine

bottle, a caregiver robot will have the flexibility to grasp the bottle body and the

bottle cap at any point within the regions valid for the task.

Potential improvements on this work and future directions emerging from our

contributions might lead to further advancements in domestic and healthcare robotics.

The 3D in-hand manipulation platform utilized in this work can manipulate objects

limited to a certain size and geometry, which will be restrictive considering the

wide range of objects and tools that are required to be used for the target tasks

in domestic and healthcare robotics. Our experiments are performed on prismatic

objects, validating that items such as medicine or food boxes can be manipulated

through the proposed system. However, there are a lot of utensils and products,

such as screwdrivers and disinfectant bottles that have non-prismatic geometries,

which require a broader definition of object models. A mechanical design and an

accompanying motion planning approach that generalizes well to a wider range of

object size, weight, and geometry, will increase the number of tasks that can be per-

formed using this platform. As the targeted environments contain many different

objects, it might not be feasible to input accurate geometric models to the platform

for each object prior to the deployment of these systems. Furthermore, these ob-

jects will vary in brands and models within the households, making it impossible to

provide specific and exact models. The size and geometry of a pan or an olive oil

bottle might be quite different for different manufacturers and models. If the pro-

posed system is equipped with vision-based sensors and algorithms that can detect

and identify objects, resulting robotic devices will be capable of manipulating these
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objects without requiring prior object models or human input.

Relatedly, semantic approaches for grasping are becoming available [85, 86, 43,

87]. These approaches allow the robots to recognize and reason about the objects us-

ing semantic terms instead of pure mathematical definitions. As a result, robots will

become capable of communicating with humans and understanding their commands.

When implemented to in-hand manipulation in household environments along with

the object detection and identification systems, these approaches might allow robots

to perform tasks that can be described by users using everyday language. To em-

phasize, the region-based formulation will even be more useful in such cases, where

the regions on the object surface correspond to semantic descriptions. Robots that

can effectively communicate with their users and act according to provided user

instructions are expected to increase accessibility, user comfort, and well-being.

The positive impacts of our work and its implications are discussed in detail.

However, there are also ethical principles and connected issues associated with this

work and its future implementations. As we described the broader impact of this

work in human-centered contexts, the resulting technology will be in frequent inter-

action with humans. These robotic devices will share personal space with humans,

communicate with them, and act upon their commands. That is why accountability

and transparency should be among the core principles when implementing such tech-

nologies. Engineers responsible for developing mechanical designs and algorithms

should be aware of the components of the framework that they design. If an item is

dropped during in-hand manipulation, the malfunctioning system component, either

the mechanism or the algorithm, and corresponding authority should be easily iden-

tifiable. Developers should also identify and provide necessary instructions to users,

or develop a training procedure if required. Both primary stakeholders that are

being assisted by the robotic devices, and the secondary ones that actively use the
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devices, such as nurses and doctors, should have access to such specific instructions

or training. These steps in turn will allow authorities to assign responsibility for the

robot behavior, potential misuse, or accidents. The system should be transparent

such that stakeholders are able to find out and understand the reasoning behind

the system’s decisions and actions. Even the simplistic robotic platform described

in this work has to make a variety of different decisions depending on the task and

the manipulated object. The algorithms that are used in such platforms can be

complex or non-intuitive in nature. For developers, evaluators, and users to operate

and assess these devices in a safe and comfortable manner, additional functionalities

could be implemented to explain robot behavior in a way suitable for the primary

and secondary stakeholders. In addition to these core principles, data privacy is-

sues might arise in both domestic and healthcare contexts, if object detection and

identification approaches are implemented in these systems. Detected objects or

patient-related data provided to robots might give away information regarding peo-

ple’s medical status or their treatment procedures. Similarly, data on the objects

within a household might expose sensitive information about the inhabitants. Users

of these systems should be asked for consent regarding the storage and disclosure of

their personal data.

To conclude, we believe that our work poses direct and indirect impacts on

society through applications in domestic and healthcare robots. On the positive side,

this research’s outcomes and potential future directions will improve the performance

and increase the accessibility of robots in these contexts, contributing to human well-

being. However, one should also acknowledge the negative issues that might arise

regarding the ethical principles of accountability, transparency, and data privacy,

when implementing this technology and building upon the ideas proposed in this

work.
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Chapter 8

Conclusion

In this work, we propose an automatic 3D in-hand manipulation platform that covers

a larger workspace than the systems available in the literature and a novel manipu-

lation planning algorithm, which utilizes a region-based formulation that is a more

effective representation of the in-hand manipulation tasks. This thesis summarizes

the manipulation capabilities enabled by the variable friction fingers and introduces

the extrinsic dexterity based strategies used to expand the manipulation workspace.

Using the variable friction principle, a quasi-static approach is developed to perform

manipulation techniques such as prehensile pushing, gravity exploitation, and piv-

oting. Relying on the contact mode control achieved through friction modulation at

the finger surfaces, manipulation primitives are modeled in purely kinematic-level

and executed without elaborate sensing or control.

A region-based in-hand manipulation task is considered and formulated as an op-

timization problem. Developed region-based motion planning algorithm uses mod-

ified A* search to solve the motion planning problem and generate a sequence of

manipulation primitives to move the fingers from an initial contact region to a given

goal region. The approach is validated in a simulation environment and real-robot
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experiments following a standardized in-hand manipulation benchmarking protocol.

A discussion of the system’s current capabilities and limitations along with some

future research directions is provided. The broader impacts of the work presented

in this thesis are investigated in detail.
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