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ABSTRACT 

 

This study presents a general approach for an inverse problem to locate a sudden 

structural damage in a plate.  The sudden damage is modeled as an impulse load 

and response data are collected at various sensor locations.  In this simulation 

study the response data were generated by the commercial finite element code 

ANSYS for three square plates: one is an isotropic plate and made of aluminum 

and the others are two different composite plates made of graphite-epoxy.  All 

plates are simply supported along all their edges.  The responses of these plates to 

both narrow band and wide band loading were analyzed by a wavelet transform. 

The wavelet coefficient maps for each type of signal was utilized to estimate the 

shortest path arrival times of flexural waves resulted from the damage by locating 

the wavelet coefficient peak values of the response data.  Using the dispersion 

relations of wave propagation based on the Mindlin’s plate theory, a set of 

nonlinear equations were derived to solve this inverse problem and the location of 

the applied load, which models a structural damage, was determined.  The 

estimated locations for all different types of plates have shown an excellent 

agreement with the actual location of the impact loads applied.    
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CHAPTER 1 

INTRODUCTION 

1.1 Literature Review 

Traditionally, dynamic analysis of structures in response to loading can be 

classified as three basic problems    

• given the input and the system parameters, determine the output  

• given the system parameters and the output, determine the input 

• given the input and the output, determine the system parameters 

Problems of the first category are described as direct problems of dynamic 

analysis while the second type (the load identification problems) and the third 

type (the system identification problems) are called inverse problems [5]. 

            Inverse problems are quite popular in industry.  The inverse problems in 

composite plates are specially important.  Composite materials are widely being 

used in the aerospace industry and they have many other commercial applications 

because of their low density, high performance and increased service life.  In this 

study we employ the load identification problem to locate a sudden structural 

damage modeled by an impulse.  This inverse problem becomes specially useful 

for challenging case that the damage is hidden and can’t be detected by visual 

inspection.  Nondestructive tests such as X-Ray, C-Scan and others may partially 

address the problem but they can be very expensive, quite time consuming and 
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impractical for big structures.  Therefore, inverse methods become promising for 

detecting the stiffness loss due to delaminations in a structure. 

           A literature review shows that several approaches are currently available 

for inverse load identification problems.  Doyle [12] determined the contact force 

during the transverse impact of an isotropic plate from dynamic strain gage 

measurements through several sensors.  The location of an impact in a beam was 

determined by the same author by using the theory of wave propagation and 

studying the phase change of experimentally measured strains [7].  Further 

developments have been done by the same author to incorporate the shear effects 

of transverse impact in beams [11].  He also investigated a force identification 

problem from dynamic responses of a bimaterial beam [8].  Another method is 

represented by him using a frequency domain deconvolution method to determine 

the location of the force in beam structures [9]. 

           Michaels [26] developed an experimental method to generate oblique 

forces in plates with known orientations and time history and the recorded signals 

were analyzed by an iterative deconvolution method to determine the orientations 

and the time histories of the forces.  Ziola and Gorman [38] identified the source 

location of waves propagating in a thin isotropic plate using a cross-correlation 

method.  Cruz [4] presented a method to determine the location and magnitude of 

static force acting on a plate.  He also investigated the responses of a viscoelastic 

plate to a harmonic force in order to find the location, magnitude and phase of the 

force [5].  Li used the wavelet approach to solve a load identification problem in 
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beam structures, she also identified the force-time history of the loading by using 

neural network method [39].  Gaul and Hurlebas [14] used a wavelet approach in 

order to solve the inverse load identification problem in isotropic plates.  Choi and 

Chang [6] presented an identification method using distributed built-in sensors for 

detecting impact of a foreign object on a beam.  The identification problem 

consisted of a system model and a response comparator and the system model 

characterizes the dynamic response of the structure subject to a known impact 

force.  

 

1.2 Motivation and objective 

The above literature survey shows that intense study has been done in inverse 

problems.  Previous research mainly focuses on beams and isotropic plates.  To 

my knowledge no research has been done in composite plates.  The problem in 

composites becomes challenging because of technical difficulties due to the fiber 

orientations and variations of wave velocities in different directions.  In general 

any loaded structure can be modeled as a series of springs under tension or 

compression, when any kind of sudden damage or delaminations happen in the 

structure, some of the springs fail to tolerate the load and the strain energy stored 

in them is released in the form of kinetic energy.  So the sudden crack becomes a 

source for the propagating waves.  Hence the damage can be modeled by an 

impulse load.  The objective of this study is to simulate a sudden structural 
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damage by an impulse and solve an inverse load identification problem to locate 

the modeled damage. 

 

1.3 Organization of Chapters   

Chapter 2 mainly deals with the simulation of the response data by ANSYS for 

two different types of loading and stability conditions of the analysis.  In order to 

locate the damage that can be modeled as an arbitrary impulse load, the Wavelet 

Transformation is employed in Chapter 3.  It is proven that the peak values of the 

magnitude of the Wavelet Transformation of the measured signals give the arrival 

times.  A summary of the Mindlin’s Plate Theory, dispersion relations and how 

they are employed to locate the damage, are presented in Chapter 4.  In this 

chapter we use the arrival times calculated in Chapter 3 and the group velocities 

calculated in this chapter to solve a set of nonlinear equations to estimate the 

location.  The conclusion and discussion of the numerical results are presented in 

Chapter 5. 
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CHAPTER 2 

SIMULATION OF THE RESPONSE DATA 

In this chapter the transverse deflection response of a plate to an impulse load, 

which models sudden structural stiffness loss, is simulated numerically by 

ANSYS version 7.0, a commercial finite element software package.       

 

2.1 Loading Specifications  

In this study, we consider the wave propagation in rectangular isotropic and 

composite plates for two different types of loading.  The first one is a narrow band 

modulated sinusoidal burst wave form given by: 

            )2sin()]/2cos(1)][/()([)( 000 tfNtffNtHtHPtf PP ππ−−−=  (2.1)                    

where H(t) is the unit step function, NPNKHzf P 40,5,1000 === .  This 

loading is shown in Figure 2-1 and 2-2 in time and frequency domain.  The 

second one is a wide band triangular shape impulse, defined as: 

 ]10)/2.5102.5-sign(t)102.5-(t-1)][105()([)( -5-5-55 ×××××−−= −tHtHPtf  

                                                                                                               (2.2) 

The waveform and its frequency spectrum are shown in Figures 2-3 and 2-4.  The 

narrow band impulse loading was applied in order to show the non-dispersive 

characteristics of this type of loading.  The definition of the narrow band and wide 

band refers to the frequency spectrum of the signals and it depends on the ratio of 

the frequency band width to the central frequency.  
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Figure 2-1 Narrow band five peak load 
 

 
Figure 2-2 Fourier spectrum of the Narrow band load 
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Figure 2-3 Wide band triangular load 

Figure 2-4 Fourier spectrum of the triangular load 
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2.2 Generation of Simulation Signals  

In this study measurement data of structural response are simulated for three 

square plates simply supported along all their edges: one is isotropic, made of 

aluminum and others are composite plates made of graphite epoxy.  One is a two-

layer laminate composite plate with 00 and 900 orientation of the fibers ([0/+90]), 

and the other is a three layer composite plate with [+45/0/-45] fiber orientations. 

The material properties and the geometries of the plates are shown in Tables 2-1 

and 2-2 for the aluminum and graphite epoxy plates respectively.  Without loss of 

generality the location of the applied impulse force was selected at x=0.5m, 

y=0.7m.  Codes in ANSYS 7.0 were written to simulate the wave propagation 

response at several sensor locations.  Codes were run on Linux cluster with the 

following configuration: Workstation at W.P.I., model: Dell Power Edge 2650, 

dual processor each 2.4 GHz Xeon, 2 GB of RAM 36 GB Hard disk drive, 

operating system Linux RedHat 7.3.   

             For each plate, response signals are generated for two different types of 

loading.  Three rectangular plates with the side length of 1m×1m with the material 

properties shown in the tables were used in this analysis.  The finite element mesh 

size is 5 mm and the sampling period is 0.25 µs.  The element used is ANSYS 

element SHELL99, that consists of 8 nodes with 6 degrees of freedom per node. 

The total number of the nodes is 120801 and the number of elements is 40000.  

As we will explain later in this chapter the mesh size and the time step are crucial 

in stability of the analysis.  Figures 2-5 to 2-7 illustrate the simulated response 
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signals at sensor 1 for each plate.  The material properties are presented in Tables 

2-1 and 2-2.  Without loss of generality, the sensor locations are arbitrarily chosen 

as defined in Table 2-3.  Recording the signals for composite plates is interrupted 

at a time to avoid boundary reflections.  More results for other sensors can be 

found in Appendix B.  In the isotropic plate the wave speed is higher and as we 

see we get the reflections from the boundary in almost 2.5×10-4 (sec.) at sensor 1.  

Comparing the results of sensor 1 in composite 1 and 2 we see that the amplitude 

of the signal is bigger for the composite 2 and this is expected due to the fact that 

the thickness of composite 2 is smaller hence, the mass per unit area swept by the 

wave is bigger in composite 1.  So based on the conservation of energy the 

amplitude should be smaller.  For the narrow band loading in each case we see 

almost no distortion in the recorded signals and this is also expected because as 

we will explain later in the Chapter 4 in a narrow band signal the group velocity is 

almost constant for different frequency contents.            

 
Table 2-1- Material properties of isotropic plate made of aluminum 

L1 
(m) 

L2 
(m) 

h 
(m) 

E 
(Gpa)

υ G 
(GPa) 

ρ 
(Kg/m3) 

1 1 0.0025 72.5 0.3 27.885 2710 
 
 

Table 2-2 Material properties of composite plate 1[0/+90] and composite plate 2 
[+45/0/-45] made of graphite-epoxy 

 
Plate L1 

 
L2 
 

h 
m 

E1 
Gpa 

E2 
GPa 

E3 
GPa 

υ12 υ23 υ13 G12 
GPa 

G23 
GPa 

G13 
GPa 

ρ 
Kg/m3 

Composite 1 1 1 0.005 138 8.9 8.9 0.3 0.54 0.3 5.17 2.89 5.17 1600 

Composite 2 1 1 0.00375 138 8.9 8.9 0.3 0.54 0.3 5.17 2.89 5.17 1600 
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Table 2-3 Location of the sensors (m) 
 

          Sensor 
 
Coordinates 

 
S1 

 
S2 

 
S3 

x  0.28 0.78 0.38
y  0.52 0.52 0.92
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a) narrow band load  

 

                      
                                                  b) wide band load 

 
Figure 2-5 Signal recorded at sensor 1 in isotropic plate  
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a) narrow band load  

b) wide band load 
 

Figure 2-6 Signal recorded at sensor 1 in composite 1  

 

 

S(
t) 

(in
 m

et
er

s)
 

t (sec.)

S(
t) 

(in
 m

et
er

s)
 

t (sec.)



 20

 
 

a) narrow band load 

b) wide band load 
 

Figure 2-7 Signal recorded at sensor 1 in composite 2  
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2.3 Selection of the Time Step for Stability 

The selection of time step is quite crucial in this simulation, as suggested by 

ANSYS the following criteria should be used to get stable numerical results.  It 

has been found that using approximately twenty points per cycle for the highest 

frequency of interest results in a reasonably accurate solution, or: 

             
max20

1
f

t ≤∆                                                                              (2.3) 

where fmax  is the frequency of the highest flexural mode that contributes to the 

response and is related to the transverse deflection.  To be accurate we consider 

the first 10 modes in this study.  

Table 2-4 The 10th mode natural frequencies and suggested time steps 

Plate Frequency 
(Hz.) 

Suggested 
Time Step 

(sec.)
Isotropic  1231 4.05e-5 

Composite 1 5003 9.99e-06 

Composite 2 3752 1.33e-05 

  

            The other condition for stability of analysis is that the time step should be 

small enough so that the wave can not travel one size of an element at each time 

step, or: 

            
gC

lt ≤∆                                                                                     (2.4) 
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where l is the mesh size and gC is the group velocity of the propagating wave. 

The maximum group velocity for each of the three plates for the highest 

frequency considered is 1200m/s.  So we have, 065.2 −≤∆ et sec. 

            Also, the time step should be small enough to follow the loading 

functions.  The response tends to lag the applied loads.  In case of stepped load, 

the values as small as 
f

t
180

1
≤∆  may be needed, where f is the highest frequency 

of the load.  In this study, the relation  

             
f

t
40

1
≤∆                                                                                  (2.5) 

was found by trial and error.  Finally, the value of 0.25×10-6 (sec.) satisfies all of 

the above conditions.                                                                              
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CHAPTER 3 

WAVELET TRANSFORM 
 

3.1 Background of Wavelet Analysis  

A wavelet approach is used in this study to find the shortest path arrival time for 

different frequency contents of the signal.  The continuous wavelet transform 

WT of a function )(tf is defined by: 

             ∫ 





 −

= ∞
∞− dt

a
bttf

a
baWT f

*)(1),( ψ                                         (3.1)                                

where a>0 and superscript * denotes a complex conjugation.  The Kernel function 

in the WT       

             





 −

=
a

bt
a

tba ψψ 1)(,                                                                (3.2)                                                

is generated by shifting and scaling a mother wavelet )(tψ .   

The parameter a represents the scale variable in the WT similar to a frequency 

variable in the Fourier transform and b is the shift parameter.  The scaling is a 

primary characteristic of the wavelet analysis.  In time domain )(, tbaψ  is centered 

at b with a spread proportional to a.  In this study the relation between frequency 

ω and scale variable ‘a’ is 
a

0ω
ω = , where 0ω is the central frequency which is 

the dominant frequency of the mother wavelet.  Function ba,ψ  can be considered 

as a window function both in time and frequency domains and we can change the 
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window size by changing the variable a to get the appropriate resolution.  This 

multiresolution is a primary characteristic of the wavelet analysis. 

           A wavelet function should satisfy several conditions, one is that the mother 

function should be finite support in time domain or, 

          
∞→

→
t

t 0)(limψ                                                                                  (3.3) 

Also )(tψ  satisfies the admissibility condition, which means that the following 

integration should be finite:  

               ∞<= ∫
∞

∞−
ω

ω

ωψ

ψ dC

2^
)(

                                                        (3.4)                                                

where )(
^
ωψ denotes the Fourier Transform of )(tψ .  

            The Garbor function, defined as  

               )exp(
2

)/(
exp1)( 0

2
2

00
4

tittg ω
γω

γ
ω

π
ψ 










−=                      (3.5)                                               

is employed as the mother wavelet in this study because on its properties of good 

resolution in both time and frequency domains [15].  The Garbor function Fourier 

transform is: 

               ])(
2

)/(
exp[2)( 2

0

2
0

0
4

^
ωω

ωγ
ω
γ

π
πωψ −−=g                     (3.6)                                                

Following [15] the positive constants γ  and 0ω  are set as:  336.5
2ln

2
== πγ  

and πω 20 = .  The Garbor function may be considered as a Gaussian window 
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function centered at t=0 in the time domain and at 0ωω =  in the frequency 

domain.  This function is shown in both time and frequency domains in Figures 3-

1 and 3-2 respectively.  The dotted and solid lines in the Figure 3-1 show the real 

and imaginary parts respectively.    

Figure 3-1 Garbor function real and imaginary parts 

Figure 3-2 Frequency spectrum of the Garbor function 
 

ψg(t) 

t 

ψg(f) 

f 
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We can see that if )(
^
ωψ  is centered at 0ωω =  and )(tψ is centered at t=0  

)(,

^
ωψ ba is centered at 

a
0ω

ω = in frequency domain and centered at b in time 

domain .  Using the definition of Fourier transform, we have:  

                 
dte

a
bt

a

dtet

ti
ba

ti

∫

∫

∞+

∞−
−

∞+

∞−
−

−
=

=

ω

ω

ψωψ

ψωψ

)(1)(

)()(

,

^

^

                                        (3.7)                            

assuming that, 

                  τ=−
a

bt                                                                                 (3.8) 

we have 

                  bibai
ba eaadae

a
ωτω ωψττψωψ −

+∞

∞−

+− =∫= )()(1)(
^

)(
,

^
         (3.9)                             

So )(
^

ωψ a gets its peak value at 
a

0ω
. 

3.2 Group and Phase Velocities of Propagating Waves 

In this section the concept of the group velocities of waves is presented.  As the 

arrival times defined by the Wavelet Transform are related to the group velocities. 

In general, the strains at various points in response to a wideband load consist of a 

range of frequencies, so we can assume the wave propagating in an arbitrary 

direction for example x  as follow:  



 27

                      ∑
∞

=

−−=
1

)(),(
j

txki
j

jjeCtxu ω                                                 (3.10) 

where jk  is the wave number corresponding to each frequency jω  of the jth 

harmonic component.  Consider the two harmonic waves of equal unit amplitude 

and of slightly different frequencies 1ω  and 2ω  propagating in the x -direction 

[18]. 

                       )()( 2211),( txkitxki eetxu ωω −−−− +=                                    (3.11)                                

Introducing  

                      ckkk =+ 2/)( 21 , kkk ∆=− 2/)( 21 , 

                      cωωω =+ 2/)( 21 , ωωω ∆=− 2/)( 21                            (3.12) 

Equation (3.10) can be written as [18]:   

                     

( ) ( )

)(

)(

)()()()(

)cos(2

][

),(

tcxcki

tikxitikxitcxcki

tcxkckitcxkcki

etkx

eee

eetxu

ω

ωωω

ωωωω

ω −−

∆−∆+∆+∆−−−

∆−−∆−−∆+−∆+−

∆−∆=

+=

+=

         (3.13)                                                

This represents a carrier with frequency cω  and a phase velocity cc k/ω  and the 

modulation )cos( tkx ω∆−∆ with frequency ω∆  and propagating velocity of 

k∆∆ /ω .  The wave may be described as a succession of moving beats (or groups, 

or wave packets).  The carrier velocity is pc  while the group velocity is the 

velocity of the modulation and is gc .  The situation is represented in Figure 3-3 

where we see a succession of wavelets ),( kω  with variable amplitude ),( k∆∆ω . 

If we do not pay attention to the detailed motion and observe only the average 
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amplitude distribution, we verify that the amplitude curve moves forward with the 

group velocity gc .  

                              

Figure 3-3 Schematic view of a wave superposed of two single frequencies 

 

            Looking more carefully at the detailed vibrations, we may see the wavelets 

moving within the envelope with their own velocity pc .  We distinguish two 

different cases [24]: 

            1) pg cc >     The wavelets are building up in front of the group and 

disappearing  in  the rear end of the group. 

            2) gp cc >        The wavelets are building up at the back end of the group, 

progressing through the group and disappearing  in  the front. 

            It is worth to point out that the term of dispersive wave is attributed to the 

wave of which phase velocity is dependent upon ω , on the other hand the phase 

velocity changes with  ω , and since  different frequency contents in wave travel 

at different speeds, the wave is distorted while traveling, however, a non 

dispersive wave always keeps the same shape because all different frequency 

contents travel at the same velocity. 
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3.3 Determining the  arrival time Using Wavelet  Transform 

When the Garbor wavelet is used as the mother wavelet, the WT of ),( txu  is in  

(3.11) given by: 

          

∫ 





 −

+∫ 





 −

= ∞
∞−

−−∞
∞−

−− dte
a

bt
a

dte
a

bt
a

baxWT txki
g

txki
gu ][1][1),,( )22()11( ωω ψψ                                         

          ∫ 





 −

+∫ 





 −

= ∞
∞−

−∞
∞−

− dte
a

bte
a

dte
a

bte
a

ti
g

xikti
g

xik 2211 11 ωω ψψ      

                                                                                                              (3.14)                                                 

assuming, 

               
b

at −
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Assuming: 

                 xkb 111 −= ωφ ; xkb 222 −= ωφ                                             (3.17)                           

We have, 
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We can assume: 
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so we get: 
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^

kxbaabaxWT cgu ∆−∆+= ωωψ             (3.20) 

Hence, by finding the peak values of the )(
^

cg aωψ and )]cos(1[ kxb ∆−∆+ ω , we 

get the peak value of the wavelet coefficient.  As mentioned before the 

)(
^

cg aωψ is centered at 
a

0ω
ω = , also the term in the brackets will have its 

maximum value at
b
x

k
=

∆
∆ω , or, 

                 
b
xcg =                                                                                  (3.21)                                                

It is concluded that the time shift b which maximizes the WT coefficient should 

be the arrival time of the envelope of the wave at circular frequency ω  related to 

the scale a by 
a

0ω
ω =   for coordinate x .  However, since we have the signal in a 
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discretized form parameter a should be scaled by t∆  i.e. the sampling period of 

the signals in Matlab codes. 

 

3.4 Results for  arrival times and Recorded Signals 

Tables 3-1 and 3-2 show the arrival times found by the map of the wavelet 

transform of the recoded signals at each sensor for composite plates.  The wavelet 

transform map of the recorded signals at sensor 1 are presented in Figures 3-4 to 

3-6 for two types of loading.  The red regions are related to the highest magnitude 

of the WT.  A complete listing of the recorded signals for all the sensors and 

different types of plates and loading is given in Appendix A.  Looking at the 

Figures of the narrow band, we see that figures have symmetry around a vertical 

axis.  This means that the ‘b’ value which maximizes the wavelet coefficient is 

almost the same for different scales.  Or different frequency contents of the signal 

arrive at the same time which is expected from a narrow bad load.  As we also see 

in the tables the arrival times get smaller when the frequency increases, and this is 

an expected fact because high frequency components of a signal  travel faster.  

Table 3-1 Estimated arrival times for different frequency contents to sensors in 
composite plate-1 (10-4sec.) 

 
 

Load Wide band Load Narrow 
Band 

Freq 
 
Sensor 

9.5 
(KHz) 

15.9 
(KHz)

23.8 
(KHz)

31.8 
(KHz)

39.8 
(KHz)

100.2 
(KHz) 

S1 2.950 2.850 2.720 2.620 2.465 2.315 
S2 3.420 3.332 3.055 3.005 2.790 2.625 
S3 2.596 2.500 2.440 2.360 2.230 2.100 
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Table 3-2 Estimated arrival times for different frequency contents to sensors in 
composite plate-2 (10-4sec.) 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

Load Wide Band Load Narrow  
Band 

Freq 
 
 
Sensor 

9.5 
(KHz) 

15.9 
(KHz) 

23.8 
(KHz)

31.8 
(KHz) 

39.8 
(KHz) 

100.2 
(KHz) 

S1 3.565 3.120 2.850 2.735 2.555 2.305 
S2 4.160 3.505 3.190 3.111 2.880 2.585 
S3 3.140 2.855 2.60 2.480 2.330 2.115 
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a) Narrow band load 

b) Wide band load 
 

Figure 3-4 Wavelet Transform of signals recorded at sensor 1 in isotropic plate    

WTa,b 

ta 

WTa,b 

a 
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a) Narrow band load 

 
b) Wide band load  

 
Figure 3-5 Wavelet transform of  signal recorded at sensor 1 in composite plate 1   

t 
a 

WTa,b 

a t 

WTa,b 
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a) Narrow band load 

b) Wide band load 
 

Figure 3-6 Wavelet transform of signal recorded at sensor 1 in composite plate 2  

t 
a 

WTa,b 

t a 

WTa,b 
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CHAPTER 4 

ESTIMATION OF LOAD LOCATION 

As we will explain later in this chapter, in order to solve the inverse problem and 

estimate the location of the point load we need to establish a set of nonlinear 

equations.  Since we don’t know the location of the point load, the directions of 

the scattering waves are unknown.  Therefore, due to the variations of group 

velocities in different directions the group speeds are also unknown.  So it is 

useful to study the wave propagation in plates and dispersion relations in order to 

find a relation between the direction of the propagating waves and velocities. 

           Presented here is some of the work which has been done with the purpose 

of either determining or verifying the dispersion relation in plate or beam 

structures.  Plate theories are the most common methods to derive the dispersion 

relations.  One approach to solve the wave scattering problem in plates is to 

represent the scattered field by wave function expansion, as reported by 

Abduljabbar et al. [1].  In order to represent the scattered wave field by the wave 

function expansion, displacement and stress eigenfunctions have to be 

established.  Using elasticity equations, dispersion relation for a homogenous 

isotropic plate has been extensively studied by Mindlin [40].  Wave propagation 

in two-layer or three-layer (sandwich) isotropic plates have been analytically 

investigated by Yu [37],  Jones and Lee and Chang [23].  Nayef and Chimenti 

[27] developed an analysis for wave propagation in a homogenous anisotropic 
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plate. Baylis [3]   investigated analytical dispersion equations for two or three-

layer transversely isotropic plates.  

           Karunasena et al. [21] studied the dispersion characteristics of guided 

waves in a cross-ply laminated plate.  They employed both stiffness method and 

exact method to solve this problem, and used a Rayleigh-Ritz type of 

approximation for the through thickness variations of the displacements for this 

investigation.  Jeong [18] analyzed the wave propagation in anisotropic laminates 

using a wavelet transform.  Lin and Yuan [25] modeled the diagnostic transient 

waves in an integrated piezoelectric sensor/actuator plate.  Park and Kim [29] 

evaluated the dispersive phase and group velocities using harmonic wavelet 

transform.  Kishimoto et al. [22] presented an approach for investigation of the 

dispersive character of structural waves induced in a beam structure by applying 

the wavelet transform to the time-frequency analysis of waves.  They could 

accurately identify the dispersion relation of the group velocity for a wide range 

of frequency.  Aberg and Gudmundson [2] computed the dispersion relation for 

laminated composite plates with transverse matrix cracks.  Gorman and Ziola [16] 

induced transverse matrix cracks in cross-ply laminate graphite-epoxy coupons by 

tensile loading in order to study the propagation of flexural and extensional 

waves.  Presented here is the Mindlin’s plate theory for composites to investigate 

the problem.  Using this theory is particularly important in composites because of 

the effects of the shear deflection.    
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4.1 Dispersion Relation of Waves in Plates 

The Mindlin plate theory is presented below.  In the Mindlin’s theory, shear and  

rotary inertia effects are taken into consideration [40].  Here a composite plate in 

the x-y plane without external loads is considered.  The displacements are 

assumed to be: 

              ),,(),,(),,( 0 tyxztyxuzyxu xψ+=  

              ),,(),,(),,( 0 tyxztyxvzyxv yψ+=                                        (4.1)                                                

              ),,(),,( 0 tyxwzyxw =   

where u,v,w are displacements of a point at (x,y,z) on the plate, u0,v0,w0 defines 

the displacements of the mid plane and  yx ψψ , are cross section rotations.  The 

generalized in-plane stress resultants )and,,( xyyx NNN and generalized bending 

moments )and,,( xyyx MMM are defined as in classical plate theory in the vector 

form:                                                                                                                                                               
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Using Equation (4.1) in conjunction with the strain displacement relations, 

x
v

y
u

y
v

x
u

xyyx ∂
∂

+
∂
∂

=
∂
∂

=
∂
∂

= γεε ,, , we obtain the following results 

            xxx zκεε += 0  

            yyy zκεε += 0                                                                          (4.3) 
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            xyxyxy zκγγ += 0  

where xyyx γεε ,, are strain components and superscript 0 denotes the mid plane. 

The strains )and,,( 000
xyyx γεε  and curvatures )and,,( xyyx κκκ  are defined as 

[2]: 
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Introducing the following vector notations:  
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The stress-strain relationship in the laminate theory can be expressed as [19]: 
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where the submatrices A known as extensional stiffness, B, bending-extension 

stiffness, and D bending stiffness are defined as: [19] 
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Figure 4-1 Schematic figure of cross section of a composite laminate 
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And ijQ  are the transformations of stiffness matrix ijQ  [19].   
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Applying the definition of the shear force resultants, we obtain an additional 

constitutive relation involving transverse shear.  We introduce a parameter k in 

this constitutive relation for transverse shear and obtain [36] 
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where the interlaminar shear strains are given by the relationships 
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The shear-correction factor (k) is chosen to be 5/6 following Whitney [36].  Using 

the governing equations of motion in terms of stress and moment resultants, we 

have [19]:                                                          
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where I is the mass moment of inertia.  Using the equations of motion stated 

above, and taking Equations (4.4) to (4.7) into account, we have, 
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           In the case of harmonic wave propagation, it is further assumed that the 

displacement functions take the form: 

                   ),,,,( 000
yxwvu ψψ = )(),,,,( tyykxxki

yx eWVU ω−+ΨΨ      (4.22)  

where the capital letters are complex-valued constants, xk  and yk  are the x and 

y-components of the wave vector, respectively, and ω is the circular frequency.  

Substituting equation (4.22) into the equations of motion, i.e., Equations (4.17) 

through (4.21) for the laminate yields the following generalized eigenvalue 

problem [2]: 
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where ρ  is the density, which is assumed to be the same in all plies, and h is the 

thickness of the laminate.  The sKij , which depend on the wave vector and 

laminate stiffness elements, are given by 
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For given wave vector components, xk  and yk , the generalized eigen value 

problem of Equation (4.23) gives five eigen frequencies which are realω  since K 

is a Hermitian matrix [2].  Note that the elements 34K  and 35K  are pure 

imaginary. 

            Once ω as a function of kx and ky is known, the phase and group velocities 

are determined using the relations              
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           kc p /ω=  ;        dkdcg /ω=                                                    (4.25) 

For the sake of convenience the dimensionless phase velocity and circular 

frequency are defined as:                               

         
1
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Ek
c p
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=  
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E
hρωω =                                                                                 (4.26) 

The dimensionless phase velocities along different angles are plotted in Figures  

4-3 to 4-5.  The first three modes shown in the plots are acoustic modes which can 

also propagate in lower frequencies.  The lowest one corresponds to the flexural 

mode, the second is in the plane shear and the third one is the extensional mode  

The frequency from which the other two modes, known as optical modes, start to 

propagate is called the cut-off frequency and these modes are related to 

xψ and xψ , which are rotations of the cross section. 

              In this study we are interested in the first acoustic mode which is the 

transverse deflection W and its group and phase velocities are plotted in Figures 

4-6 to 4-9 for the composite plates.  For composite plate 1 we have three axes of 

symmetry around 000 90,45,0=θ  and for composite plate 2 we have two axes of 

symmetry around 00 90,0=θ  and this fact is clearly shown in these figures.  The 

fiber orientation of composite plate 2 is shown in Figure 4-2.  Note that the wave 

vector components satisfy the equation )/arctan( xy kk=θ , where θ  is the angle 
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of wave propagation. Figures 4-10 to 4-11 show the group velocities versus θ for 

some frequencies in each of the composite plates.  It can also be seen in these 

Figures that the group velocities are higher for higher frequencies.                       

 

 

 

         
 

Figure4-2 Schematic view of the fiber orientations of composite plate 2 
[+45/0/-45] 
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Figure 4-3 Dimensionless Cp versus ω in isotropic plate 
 

Figure 4-4 Dimensionless Cp versus ω for θ=0 in composite plate 1 
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Figure 4-5 Dimensionless Cp versus ω for θ=0 in composite plate 2                                                 

Figure 4-6 Phase velocity of the first acoustic mode in composite plate 1 
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Cp 

θ=0 
θ=45 
θ=90 

ω 
Figure 4-7 Phase velocity of the first acoustic mode in composite plate 2 

Figure 4-8 Group velocity of the first acoustic mode in composite plate 1 
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Figure4-9 Group velocity of the first acoustic mode in composite plate 2 

                                                      

Figure4-10 Group velocities for some frequencies versus θ in composite plate 1                                     
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Figure 4-11 Group velocities for some frequencies versus θ in composite plate 2 
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4.2 Identifying the Impact Load Location  

Mathematically, the wavelet transform defined by Equation (3.1) can be 

understood as the inner product of the recorded signal and the wavelet function in 

a functional space, which measures the similarity between the shape of the signal 

and the wavelet function.  When parameters a and b are values that the shape of 

the signal and the wavelet function match the best, we get the maximum value for 

the wavelet coefficient.  As mentioned before, the time shift which maximizes the 

inner product of the wavelet function for scale a  and the signal recorded at each 

sensor is the arrival time related to the frequency associated with that scale by 

ta∆
= 0ω

ω  or 
ta

f
f

∆
= 0 .  In this part of the chapter we use the arrival times for 

dominant frequency contents of a signal, given by the wavelet approach presented 

in the previous chapter.  A system of nonlinear equations can be formulated to 

estimate the location of the applied load. 

 

4.2.1 Isotropic Plate 

Once the signals are recorded and their frequency contents are found, one can 

relate a range of frequencies in the signal to a range of scale.  Then a continuous 

wavelet transformation is applied to find the peak values for dominant frequency 

contents of the signal.  Note that only the first peak is related to the arrival time 

for the shortest path of the propagating waves.  Once the arrival times, are known, 
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the location of the impact can be found by the following set of nonlinear 

equations for isotropic plate. 

                  

)3,2,1(
)(

)(

)()(( 22

=

=

−+−=

i
cg

l
t

yyxxl

i
i

ppi

ω
ω                                               (4.27)                             

where il is the distance between the sensor i and the impact location, )(ωit is the  

arrival time of frequency components ω  to sensor i , and pp yx , are the 

coordinates of the impact location.  The system of six Equations in (4.27) can be 

solved for six unknowns involved and the location of the impact can be found for 

a range of frequency contents in the signal.  As mentioned before the 

complication of this study is for the composite plates due to the variations of the 

group velocity in different directions.  So for the simple case of isotropic plate, 

there is no necessity for taking the group velocities of dispersion relation, 

however, this can be a method for the purpose of verifying the dispersion relation 

as done previously by Gaul and Hurlebaus [14].  
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4.2.2 Composite Plate  

For the composite plate the solution is more complicated for the reason stated 

before, so we have more than one Cg as unknown.  In order to overcome this 

complexity, the velocities from dispersion relations are used for the composite 

case.  Such variations for the phase and group velocities versus θ for different 

frequencies are plotted in Figures 4-10 and 4-11.  So we have another system of 

nonlinear equations to solve for unknowns θi shown on Figure 4-12.  Without loss 

of generality the point load has been shown inside the triangular sensor location. 

The same equations will apply for the case of impact load out of triangular with 

taking the sign convention of angles in to consideration.  By finding the arrival 

times to each sensor Si for frequency f, one can find: 
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                                                                                                                 (4.28)    

where, 

 =il distance between sensor i and the impact location 

=∆ ijt arrival time difference between sensors i  and j  

=it   arrival time to sensor i 

=iCg  group velocity in the θi   direction. 
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Figure 4-12 Schematic figure of the plate with location of sensors and source P 
 

Also we know: 
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and from there we get: 
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where,  

=ji SS distance between sensors i and j 

By writing the same equations for 3232 ,,, θθll  we have: 
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Substituting Equations(4.30) and (4.31) into Equation (4.28), 
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where, 
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By solving the above set of nonlinear Equations (4.32) and (4.33), θ1 and θ2 can 

be found, from which xp and yp, i.e., the coordinates of load location can be 

determined for each frequency f . 

 
 
4.3 Numerical Results  
 
To estimate the location of the load, the numerically simulated signals by ANSYS 
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are used.  The load is applied at a specific location and the signals are recorded at 

various points of the plate.  The set of nonlinear equations described in section 4.2  

are employed to determine the load location. 

 

4.3.1 Isotropic Plate  

The results for the isotropic plate are shown in Figure 4-13.   For both narrow 

band and wide band loads the impact location estimated by the wavelet approach 

is in good agreement with the location where the load is actually applied in the 

simulation, i.e., (0.5, 0.7) in meters.  Note that he results are consistently good for 

the range of dominant frequency contents in the signal.  The maximum percentage 

of error is 1.1%.   

4.3.2 Composite Plates 

The results for the composite plate are shown in Table 4-1.  Tables 3-1 and 3-2 in 

Chapter 3 show the arrival times for different frequency contents to sensors in 

each case.  As we expect from the dispersion relation the arrival times become 

smaller as the frequency increases due to the increase of the group velocities. 

Again, the results are in good agreement with the actual location of the applied 

load in the case of anisotropic plate.  Note that the error in estimation of the 

coordinates of the load location is less than 1.2% for all different types of loading 

and both isotropic and anisotropic plates.  The solid lines show the reference line 

and the lines with circles are the calculated ones. 
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a) narrow band five peak load 

 

 
b) wide band triangular load 

 
Figure 4-13 Estimated coordinates of the impact location for isotropic plate 
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Table 4-1 Estimated location of the applied load by wavelet approach for 
composite plates (m) 

 
 

Wide Band Load 
 

Narrow 
Band Load 

Loading 
 
 

Plate 9.5 
(KHz) 

15.9 
(KHz) 

23.8 
(KHz)

31.8 
(KHz) 

39.8 
(KHz) 

100.2 
(KHz) 

x .4978 .4938 .5025 .4981 .4978 .5025 Composite 1 
y .6964 .7059 .7002 .7030 .6964 .7002 
x .4938 .5025 .5025 .4981 .5025 .5025 Composite 2 
y .7059 .7002 .7002 .7030 .7002 .7002 

 

 

4.4 Robustness of the Method for Noised Signal 

In reality the measured signals from the sensors are different from the numerical 

simulations, and this is because the data is often contaminated by measurement 

noises.  In this section the noise effects on the results are addressed.  So we 

incorporate noise in the measured signals as follow: 

              )()()( tntxty +=                                                                           (4.34)                                 

where x is the original signal, y  is the noised signal and n(t) is the measurement 

noise which can be expressed as: 

)()( trsrmstn ××=                                                                                     (4.35) 

and rms  is the root mean square of the signal x, r(t)  is a function which generates 

arrays of random numbers whose elements are normally distributed with mean 0, 

variance 12 =σ , and standard deviation of 1=σ , and s  is referred to as noise 

level which is inverse proportional to the so called SNR  (signal to noise ratio). 
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After adding certain percentage of white noise to the system, and denoising the 

signal by a common method of moving average, we apply the same method to 

determine the impact location.  The results for the same sensors 321 ,, SSS  for two 

different noise levels of 2% and 5% were tested and they are shown in Tables 4-2 

to 4-4.  The maximum error of 1.4% for different frequency contents in the signal 

shows the robustness of this method.  The results were also tested for noise 7%. 

Such results are presented in Appendix B.  A sample signal measured from one of 

the sensors in composite plate 2 with a noise level of 7% is shown in Figure 4-14. 

The white trace line in the middle of the plotted signal shows the signal after 

denoising.  

Figure 4-14 Signal measured from one of the sensors in composite plate 2 
contaminated with noise level 7%  

(white trace line in the middle is the signal after removing the noise) 
 
 
 

S(t) 

t
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Table 4-2 Arrival times for different frequency Contents to sensors for composite 
plate 1 for the noised signals (10-4sec.) 

 
 
 

 
 
 
 
 

 
 

Table 4-3 Arrival times for different frequency Contents to sensors for composite 
plate 2 the noised signals (10-4sec.) 

 

Noise Noise level 2%-SNR 50 Noise level 5%-SNR 20 

      Freq.    
Sensor 

23.8 
(KHz) 

31.8 
(KHz)

39.8 
(KHz) 

23.8 
(KHz)

31.8 
(KHz)

39.8 
(KHz) 

S1 2.725 2.485 2.81 2.725 2.575 2.82 
S2 3.05 2.85 3.165 3.045 2.84 3.21 
S3 2.45 2.33 2.57 2.405 2.395 2.545 

 
 

 
Table 4-4 Estimated load location for signals contaminated with noise (m) 

 

 

 
 

Noise Noise level 2%-SNR 50 Noise level 5%-SNR 20 

       Freq.  
Sensor 

23.8 
(KHz) 

31.8 
(KHz)

39.8 
(KHz) 

23.8 
(KHz)

31.8 
(KHz)

39.8 
(KHz) 

    S1 2.74 2.59 2.49 2.65 2.455 2.73 
    S2 3.025 2.97 2.83 3.015 2.805 2.995 
    S3 2.435 2.435 2.2 2.31 2.275 2.455 

Noise level 2% -SNR 50 Noise level 5%-SNR 20 Noise 
 
 

Plate 23.8 
(KHz) 

31.8 
(KHz) 

39.8 
(KHz) 

23.8 
(KHz) 

31.8 
(KHz) 

39.8 
(KHz) 

x 0.5072 0.4974 0.4980 0.4985 0.4974 0.5072 Composite1 
y 0.7040 0.6898 0.7030 0.7099 0.6898 0.7040 
x 0.5025 0.4978 0.5025 0.5028 0.5070 0.4981 Composite2 
y 0.7002 0.6964 0.7002 0.7070 0.6973 0.7030 



 62

CHAPTER 5 

CONCLUSION AND DISCUSSION 
 
This research presents a general approach for an inverse problem to locate a 

sudden structural damage in isotropic and composite plates.  The sudden damage 

is modeled as an impulse load and response data are collected at a set of sensor 

locations.  The responses were then analyzed by a wavelet transform and the map 

of wavelet coefficients of each signal was utilized to estimate the arrival times of 

flexural waves by locating the peak value of wavelet coefficients.  Then using a 

set of nonlinear equations the location of the applied load was determined.   

           The challenging part of this problem is the variations of the group 

velocities in different directions.  Therefore, the calculated group velocities from 

dispersion relations of wave propagation based on the Mindlin’s plate theory are 

employed to solve the problem. 

           The approach was validated for an isotropic plate and an anisotropic 

composite plate subjected to both narrow band and wideband loading where 

response data was generated by numerical simulation using the commercial finite 

element ANSYS codes.  The estimated locations for both plates have shown 

excellent agreement with the actual locations of the impact loads applied.  This 

shows that the wavelet transform can be effectively used to estimate the arrival 

times of scattering waves and hence the load location.  In order to show the 

robustness of this method the effect of noise was also investigated and the results 
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agree well with the impact location.  The error for all different types of plates, 

loading and SNR 50, 20 and 15 is less than 1.4%.  

         As we see in the tables presented in Chapter 4, the arrival times get smaller 

for the higher frequencies and this is expected due to the fact that group velocities 

are bigger for larger frequencies of the first acoustic mode. 

The presented approach can be extended to determine the time history of the 

loading by different methods such as Neural Network.  The force time history can 

be interpreted as severity of the damage in that case.  One of the weaknesses of 

this method is when we get reflections from the boundaries, as those reflections 

mix with the scattering waves coming from the source the wavelet method fails to 

locate the peak values accurately.  So it is essential to use the sensors far enough 

from the boundary to get a better estimation of the load location which is 

interpreted as the sudden damage.  Also this method is only able to locate the 

initiation of the damage and can’t predict the location of the developing cracks.  

In that case we basically have more than one wave source happening at different 

times, and trying to locate the peak values for a combination of sensors will be 

very complicated.           
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APPENDIX A: RESPOSNSE SIMULATION AT SENSOR LOCATIONS 

A.1: Isotropic Plate 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure A-1 Signal recorded at sensor 2 in isotropic plate for the narrow band load  
                                            and the wavelet transform. 

 

 

 
 
 
 
 
 
 
 

 
 
 
Figure A-2 Signal recorded at sensor 3 in isotropic plate for the narrow band load  
                                           and the wavelet transform.               
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Figure A-3 Signal recorded at sensor 2 in isotropic plate for the wide band load 
           and the wavelet transform   
 

 

 

 
Figure A-4 Signal recorded at sensor 3 in isotropic plate for the wide band load  
                                            and the wavelet transform 
 

 

 

 

 

S(t) 

t 

WTa,b 

t a 

   

WTa,b 

t 

a 

S(t) 

t 



 70

A.2: Composite Plate 

 
Figure A-5 Signal recorded at sensor 2 in composite plate 1 for the narrow band 

load and the wavelet transform 
 

 

 
  

Figure A-6 Signal recorded at sensor 3 in composite plate 1 for the narrow band 
load and the wavelet transform 
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Figure A-7 Signal recorded at sensor 2 in composite plate 2 for the narrow band 
load and the wavelet transform 

 
 
 

 
 
 

Figure A-8 Signal recorded at sensor 3 in composite plate 2 for the narrow band 
load and the wavelet transform 
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a)                                                                                                    b) 

 

 

 

c)                                                                                                  d) 

 

A-9 a) Magnitude of the WT for a= 100.53, f=39.8 KHz b) Magnitude of the WT 
for a=125.6, f=31.8 KHz c) Magnitude of the WT for a=167.55, f= 23.8 KHz d) 

Arrival time versus scale for sensor1in composite plate 1 
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Figure A-10 Signal recorded at sensor 2 in composite plate 1 for the wide band 

load and wavelet transform 

a)                                                                                                 b) 

 

 

 

 

c) 

 

 

A-11 a) Magnitude of the WT for a=100.53, f=39.8 KHz b) Magnitude of the WT 
for a=125.6, f=31.8 KHz c) Magnitude of the WT for a=167.55, f= 23.8 KHz 

for sensor 2 in composite plate 1 
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Figure A-12 Signal recorded at sensor 3 in composite plate 1 for the wide band 
load and wavelet transform 

              a)                                                                                        b) 
 

 
               c)                                                                                     d) 
Figure A-13 a) Magnitude of the WT for a=100.53, f=39.8 KHz b) Magnitude of 
the WT for a=125.6, f=31.8 KHz c) Magnitude of the WT for a=167.55, f= 23.8 

KHz d) Arrival time versus scale for sensor 3 in composite plate 1 
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a)                                                                                                    b) 

 
 

c)                                                                                                    d) 
 
 
 

A-14 a) Magnitude of the WT for a=100.53, f=39.8 KHz b) Magnitude of the WT 
for a=125.6, f=31.8 KHz c) Magnitude of the WT for a=167.55, f= 23.8 KHz d) 

Arrival time versus scale for sensor 1 in composite plate 2
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Figure A-15 Signal recorded at sensor 2 in composite plate 2 for the wide band 
load and the wavelet transform 

a)                                                                                              b) 
 
 
 
 
 
 
 
 
 
 
 
 

c) 
A-16 a) Magnitude of the WT for a=100.53, f=39.8 KHz b) Magnitude of the WT 

for a=125.6, f=31.8 KHz c) Magnitude of the WT for a=167.55, f= 23.8 KHz 
for sensor 2 in composite plate 2 
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Figure A-17 Signal recorded at sensor 3 in composite plate 2 for the wide band 

load and wavelet transform 

a)                                                                                                    b) 

c)                                                                                                      d) 
 
A-18 a) Magnitude of the WT for a=100.53, f=39.8 KHz b) Magnitude of the WT 
for a=125.6, f=31.8 KHz c) Magnitude of the WT for a=167.55, f= 23.8 KHz d) 

Arrival time versus scale for sensor 3 in composite plate 2 
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APPENDIX B: RESULTS FOR SIGNAL TO NOISE RATIO OF 15 

 

Table B-1 Arrival times for different frequency Contents to sensors in composite 
plate-1 (10-4sec.) 

 
 

Noise   
Noise level 7%-SNR 15 

       Freq.   
Sensor 

23.8 
(KHz)

31.8 
(KHz) 

39.8 
(KHz) 

    S1 2.625 2.495 2.73 
    S2 2.96 2.785 3.05 
    S3 2.28 2.24 2.41 

 
 

Table B-2 Arrival times for different frequency Contents to sensors in composite 
plate-2 (10-4sec.) 

 
 
 
 
 

 

 

Table B-3 The coordinates found for the location of the applied load (m) 

 

 

 

 

 

 

 

Noise  
Noise Level 7%- SNR 15 

       Freq.  
Sensor 

23.8 
(KHz)

31.8 
(KHz) 

39.8 
(KHz) 

   S1 2.76 2.51 2.79 
   S2 3.195 2.8 3.13 
   S3 2.455 2.345 2.59 

 
Noise Level 7%-SNR 15 

                     
              Noise 
Location  
Found  23.8 

(KHz) 
31.8 
(KHz) 

39.8 
(KHz) 

x  0.4985 0.5025 0.5025 Composite 1 
y  0.7099 0.7002 0.7002 
x  0.4938 0.5022 0.5070 Composite 2 
y  0.7059 0.6936 0.6973 


