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Abstract

Freshness of information has become of high importance with the emergence of many real-

time applications like monitoring systems and communication networks. The main idea

behind all of these scenarios is the same, there exists at least a monitor of some process

to which the monitor does not have direct access. Rather, the monitor indirectly receives

updates over time from a source that can observe the process directly. The common main

goal in these scenarios is to guarantee that the updates at the monitor side are as fresh

as possible. However, due to the contention among the nodes in the network over limited

channel resources, it takes some random time for the updates before they are received by

the monitor. These applications have motivated a line of research studying the Age of

Information (AoI) as a new performance metric that captures timeliness of information.

The first part of this dissertation focuses on the AoI problem in general multi-source

multi-hop status update networks with slotted transmissions. Fundamental lower bounds on

the instantaneous peak and average AoI are derived under general interference constraints.

Explicit algorithms are developed that generate scheduling policies for status update dissem-

ination throughout the network for the class of minimum-length periodic schedules under

global interference constraints.

Next, we study AoI in multi-access channels, where a number of sources share the same

server with exponentially distributed service times to communicate to a monitor. Two cases

depending on the status update arrival rates at the sources are considered: (i) random

arrivals based on the Poisson point process, and (ii) active arrivals where each source can

generate an update at any point in time. For each case, closed-form expressions are derived

for the average AoI as a function of the system parameters.

Next, the effect of energy harvesting on the age is considered in a single-source single-

monitor status update system that has a server with a finite battery capacity. Depending on

the server’s ability to harvest energy while a packet is in service, and allowing or blocking the

newly-arriving packets to preempt a packet in service, average AoI expressions are derived.
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The results show that preemption of the packets in service is sub-optimal when the energy

arrival rate is lower than the status update arrival rate.

Finally, the age of channel state information (CSI) is studied in fully-connected wire-

less networks with time-slotted transmissions and time-varying channels. A framework is

developed that accounts for the amount of data and overhead in each packet and the CSI

disseminated in the packet. Lower bounds on the peak and average AoI are derived and a

greedy protocol that schedules the status updates based on minimizing the instantaneous

average AoI is developed. Achievable average AoI is derived for the class of randomized CSI

dissemination schedules.
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Chapter 1

Introduction.

Information freshness is of critical importance in a variety of communication and networked

monitoring and control systems such as intelligent vehicular systems, channel state informa-

tion feedback in wireless networks, and environmental monitoring as well as applications such

as financial trading, online learning and internet of things. In these types of applications,

stale information can lead to incorrect decisions, unstable control loops, and even compro-

mises in safety and security. A recent line of research has considered information freshness

from a fundamental perspective under an Age of Information (AoI) metric first proposed

in [1]. The central idea is that there are one or more sources of information along with one

or more monitors. A source generates timestamped status updates which are received by a

monitor after some delay. The “age of information” is defined as the difference between the

current time and the time stamp of the most recent successfully received update at the mon-

itor. A common theme of the AoI literature is to study and optimize the statistics of AoI,

i.e., average age or peak age, as a function of the system parameters and update strategies.

1.1 Motivation

Over the last few years, the need for having fresh information in multiple scenarios like net-

work monitoring and intelligent vehicular transportation systems as well as lower latencies in
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the range of a few milliseconds in the fifth generation of wireless communications technolo-

gies supporting cellular data networks (5G) has led to many studies in the AoI area. The

early work in [2] considers a simple system model where a single source updates a monitor

through a queue that has capacity of one packet and follows a first-come-first-served (FCFS)

service discipline, as represented in Fig. 1.1. Even with this simple model, it was shown that

minimizing the average AoI is non-trivial, due to the correlation of the system parameters

like the inter-arrival times of the consecutive updates and the system times. Further, it was

shown that minimizing the AoI is equivalent to finding a trade-off between highly frequent

and too infrequent update generation rate at the source side. Since the former leads to

updates getting stale due to large waiting times at the queue and the latter leads to the

monitor not being updated for long periods, both of these two cases result in high AoI.

The update generation rate at the source that minimizes the average AoI for the considered

FCFS system was derived.

source packets server destination, ∆

Figure 1.1: Simple single-source single-destination status update system.

The results in [1, 2] has opened the door for a lot of work in the AoI area. Single-source

status update systems have been studied in [3–52]. The common approach in these works is

using queuing theory where the channel between the source and destination is modeled by

a server with a random service time.

Multi-source and/or multi-monitor extensions, also in the single-hop context, have been

considered in [53–98]. These multi-source and/or multi-monitor settings often introduce

additional delays in delivering updates in the single-hop setting through explicit contention

for channel resources and interference constraints.

The multi-hop setting has received relatively little attention in the AoI literature despite
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the early consideration of “piggybacking” status updates over multiple hops in vehicular net-

works in [99]. The analysis in [99–103] considers AoI in specific multi-hop network structures,

e.g., line, ring, and/or two-hop networks. The schedules and performance metrics derived for

these specific networks are not easily extended to more general settings. A general multi-hop

network setting where a single-source disseminates status updates through a gateway to the

network was considered in [104, 105]. Age-optimality was shown to be achievable, and the

optimality results were shown to hold for any non-decreasing function of the age processes.

Explicit algorithms were developed that achieve near optimal AoI performance. Allowing

preemption with exponentially distributed service times, a preemptive last-generated first-

served policy was proven to have smaller age across all nodes in the network than any other

causal policy. These studies do not consider the effects of channel contention or interference

constraints as they assume that all links in the network are modeled as interference-free.

The work in [106, 107] considers a general network structure, but assumes a pre-defined

source/monitor pairs, and analyzes achievable AoI under certain simplifying assumptions,

e.g., stationary scheduling policies. Several extensions have been studied under different

assumptions on channel state information availability in [108, 109]. Distributed scheduling

policies for age minimization were developed in [110]. For a source sending updates to a des-

tination over multiple hops and paths, the AoI minimization was studied given throughput

constraints in [111]. The problem of designing a trajectory to optimize information gathering

and dissemination in a general multi-hop setting was studied in [112]. A practical age control

protocol to improve AoI in multi-hop IP networks was also recently proposed in [113].

In general, in terms of modelling the contention over the channel resources in status

update systems, there exists two approaches within the AoI literature, (i) implicit contention

and (ii) explicit contention. Considering the implicit contention point of view, the source-

destination channel is modeled using tools from the queuing theory and the service times

are random, based on the exponential distribution for example. On the other hand from the

explicit contention point of view, the interference constraints throughout the network are
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determined using tools from the graph theory and the service times are fixed.

Despite the work in [99–113], there is a gap in understanding the AoI in status update

systems with a general multi-source multi-hop setting. Specifically, in the dissertation we

look at the fundamental AoI bounds as a function of the system parameters under this

setting and develop algorithms generating scheduling policies that disseminate status updates

throughout the network. Further, observe that part of this dissertation deals with the AoI

problem with a queuing theoretical perspective, while the remaining uses tools from the

graph theory.

1.2 Dissertation Overview

The main body of this dissertation is organized into four chapters.

• Chapter 2 considers a general multi-source, multi-monitor, multi-hop setting with ex-

plicit interference constraints, but from a global perspective in the sense that (i) every

node in the network is both a source and monitor of information and (ii) every node

wishes to receive timely status updates from all other nodes in the network. This

setting is appropriate in applications where nodes both generate status updates and

monitor status updates from other nodes in the network, e.g., autonomous vehicles.

Our only assumption on the network is that it is connected. We generalize the analysis

to allow for arbitrary interference constraints and simultaneous transmissions of status

updates, with explicit interference constraints expressed through the network’s graph

and a corresponding family of feasible activation sets. We derive general lower bounds

on the instantaneous peak and average AoI under arbitrary interference constraints.

These lower bounds are based on properties of each interference model’s family of fea-

sible activation sets. We develop an algorithm that generates explicit schedules for

dissemination of status updates throughout any network with a connected topology

based on the successive flooding tree algorithm. For networks with transmission errors,
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we present two algorithms that generate schedules for dissemination of status updates

throughout any given network with a connected topology under global interference

constraints. For the schedules constructed by the algorithm without resampling by

the root nodes of the flooding trees, we derive a closed-form expression that lower

bounds the achieved average peak AoI.

• Chapter 3 considers the multiaccess status update networks with exponentially dis-

tributed service times and packet transmission errors. Two cases based on the packet

arrivals at the sources are studied: (i) random arrivals based on the Poisson point

process and (ii) at-will packet generations. For the random packet arrivals, aver-

age AoI is derived allowing self preemption of the packets in service. For the active

sources, randomized stationary policy and round-robin policy are considered. For each

scheduling policy, three packet management approaches are considered when errors oc-

cur, no retransmissions, retransmissions without resampling, and retransmissions with

resampling. A closed-form expression for the average AoI of each case is derived as

a function of the system parameters. Further, for the class of randomized stationary

policies, source selection probabilities are optimized to minimize the weighted sum

average AoI.

• Chapter 4 considers the age of information in a single-source status update system

with energy constraints. Specifically, a source provides status updates to a destina-

tion through a server that has a battery with finite capacity, which is replenished by

harvesting energy. Arrival times of the status updates at the source and energy units

at the server are assumed to be random according to independent Poisson point pro-

cesses, and service times are assumed to be exponentially distributed and independent

of the status and energy arrivals. Average age expressions are derived under different

settings based on the server’s ability to harvest energy while a packet is in service and

also, whether or not to preempt the packets in service.

• Chapter 5 considers the AoI problem in fully-connected wireless networks with time-
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varying reciprocal channels and packetized transmissions. Specifically, a scenario where

each node in the network wishes to maintain a table of global channel state informa-

tion (CSI) is considered. Each node updates its global CSI table in two ways: (i)

direct channel measurements through standard channel estimation techniques and (ii)

indirect observations of channels through CSI dissemination from other nodes in the

network. Information aging, i.e., CSI staleness, occurs due to timeslotting and con-

tention for the common channel resources. New lower bounds are derived for the

maximum and average CSI age of any protocol for any number of CSI estimates to be

disseminated in each packet. A simple one-step greedy protocol is also proposed for

any network size and any number of CSI estimates disseminated per packet.

• Chapter 6 concludes this dissertation and provides some future directions of work.

Table 1.1 represents the list of papers published from this work.

Table 1.1: List of publications.
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Chapter 2

Fundamental Bounds on the Age of

Information in General Multi-hop

Networks

This chapter considers a general multi-source, multi-monitor, multi-hop setting with explicit

interference constraints. We assume that (i) every node in the network is both a source and a

monitor of information, (ii) every node wishes to receive timely status updates from all other

nodes in the network, and (iii) updates are disseminated with deterministic schedules. This

work considers arbitrary interference constraints and simultaneous transmissions of status

updates. The main contributions of this chapter are:

• We consider AoI in a general multi-source, multi-monitor, multi-hop setting with ex-

plicit interference constraints expressed through the network’s graph and a correspond-

ing family of feasible activation sets [114, 115].

• We derive general lower bounds on the instantaneous peak and average AoI under

arbitrary interference constraints [116].

• We develop an explicit algorithm that generates status update dissemination schedules

for any connected network topology under global interference constraints [114, 115].

• We develop two algorithms based on repetitive transmissions when transmission errors
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occur under global interference constraints. The two algorithms differ in terms of

whether the root nodes in each sequential flooding tree resample their local information

when transmission errors occur. A lower bound on the average peak AoI as a function of

fundamental graph properties is also derived for schedules generated by the algorithm

without resampling by the root nodes [117].

2.1 System Model

We consider a wireless network where connectivity of nodes is modeled by a directed graph

G = (V, E) where the vertex set V represents the wireless nodes and the edge set E represents

the channels between the nodes in the network. Edge ei,j is in set E when vertices i and j

are adjacent (i.e., when there exists a channel between nodes i and j such that transmissions

can be successfully delivered from node i to j). We denote the number of nodes as N = |V|

and the set of one-hop neighbors of node i as N1(i), i.e., j ∈ N1(i) ⇔ ei,j ∈ E . Our only

assumption with regards to the topology of the network is that it is connected, i.e., there

exists a path between any two distinct vertices i, j ∈ V.

We assume a setting where each node i ∈ V is associated with a local process Hi(t) as

illustrated in a simple three-node setting in Fig. 2.1. No assumptions are made about these

processes other than they are time-varying and each is of timely interest to all nodes in the

network. In addition to its local process, each node i ∈ V has a table of “statuses” of all of the

non-local processes in the network. We denote a status as the tuple (H
(i)
j (t), τ

(i)
j (t)), where

H
(i)
j (t) and τ

(i)
j (t) denote the most recent sample value and the corresponding timestamp of

process Hj(t) known to node i at time t, respectively.
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Figure 2.1: Example 3-node line network. Each node is associated with a local process and

maintains tables of non-local statuses for the processes of other nodes in the network.

Since the processes {Hj(t)} are time-varying and of timely interest to all nodes in the

network, each node i ∈ V seeks to maintain a table of “fresh” statuses with recent times-

tamps. For simplicity, we assume each node can sample its own local process without delay

such that H
(i)
i (t) = Hi(t) and τ

(i)
j (t) = t for all i ∈ V and all t. The remaining statuses must

be updated via broadcast transmissions containing status updates from other nodes in the

system. We make the following assumptions regarding these broadcast transmissions:

1. Transmissions are time slotted, require one unit of time to complete, and are received

at times t = 1, 2, 3, . . . .

2. At least one node can reliably transmit a status update to its neighbors in each time

slot. Depending on the interference model (as discussed in Section 2.3), more than

one node may reliably transmit updates to its neighbors in each time slot subject to

interference constraints.

3. Each transmission contains one status, i.e., one sample and its corresponding times-

tamp, of a process. The transmitting node may transmit the status of its own local

process or its status of another node’s process.

4. Transmissions from node i are received reliably by all nodes in the one-hop neigh-

borhood of node i, denoted by N1(i), while nodes outside the one-hop neighborhood

receive nothing.

As each node in the network is both a source and a monitor of information, there are
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inherent tradeoffs in how fresh the status at each node can be in this setting. For example,

in the three-node network in Fig. 2.1, node 2 can keep nodes 1 and 3 updated with fresh

status updates of H2(t) by transmitting new samples of its local process in every time slot.

While statuses H
(1)
2 (t) and H

(3)
2 (t) remain fresh (we omit the timestamps here for notational

convenience), statuses H
(2)
1 (t) and H

(2)
3 (t) become stale since node 2 does not receive updates

from node 1 or node 3. Moreover, H
(1)
3 (t) and H

(3)
1 (t) also become stale since nodes 1 and

3 receive no status updates from each other in this example. To formalize these notions, we

define the age metric for the status of process Hj(t) at node i below.

Definition 1 (Age). Given the status of process j at node i denoted as (H
(i)
j (t), τ

(i)
j (t)), the

age of this status at time t ≥ τ
(i)
j (t) is defined as ∆

(i)
j (t) , t− τ

(i)
j (t).

The age metric here is a multi-source multi-monitor generalization of the single-source

single-monitor age metric first proposed in [2]. Note that the age ∆
(i)
j (t) is non-negative and

is not defined for t < τ
(i)
j (t) or if no status update for process Hj(t) has been received at

node i. Under our previous assumption about the ability of each node to instantaneously

sample its local process, the local age ∆
(i)
i (t) = 0. While our model could be extended to

include the effect of non-zero delay in sampling local processes, such delays would appear as

a simple additive term in the various age expressions below; for simplicity, these local ages

are ignored in the metrics defined in Section 2.2 and in the dynamic model describing the

evolutions of the ages below.

Given Definition 1 and the assumed time slotted nature of the status updates in the

system, we can describe the dynamics of each age in the system with a simple discrete time

model. Specifically, given a status update from node i regarding process j, the age at each

node m ∈ V with m 6= j is updated at integer times t = n according to

∆
(m)
j [n + 1] =







1 m ∈ N1(i) and i = j

∆
(i)
j [n] + 1 m ∈ N1(i), i 6= j, and ∆

(i)
j [n] < ∆

(m)
j [n]

∆
(m)
j [n] + 1 otherwise.

(2.1)
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In order for node m 6= j to update its status of process j and reduce the corresponding

age ∆
(m)
j (t), it must (i) receive the status update transmission, i.e., be within the one-hop

neighborhood of the transmitting node, and (ii) the status update must be fresher than the

current status at node m. Otherwise, the age simply increases by one. The first case in (2.1)

corresponds to the case when node i transmits a status update of its local process Hi(t). In

this case, since transmissions require unit time to complete, the local age at the start of the

transmission is ∆
(i)
i [n] = 0 and the age when nodes m ∈ N1(i) receive the status update is

∆
(m)
i [n + 1] = 1. The second case in (2.1) corresponds to the case when node i transmits

a status update of a non-local process Hj(t) with j 6= i. In this case, nodes receiving the

transmission update their statuses to match that at node i if the status from node i is fresher.

When no update is received or the update is staler than the current status at node m, i.e.,

the third case in (2.1), the age simply increases by one. Note that, for t ∈ [n, n + 1), since

all (non-local) ages increase linearly with time, we can write ∆
(m)
j (t) = ∆

(m)
j [n] + (t− n).

The scalar age update model in (2.1) can be straightforwardly extended to a vector age

update model given by

∆[n + 1] = A[n]∆[n] + 1, (2.2)

where ∆[n] ∈ ZN2−N , A[n] ∈ Z(N2−N)×(N2−N), and 1 ∈ ZN2−N is a vector of ones. Note that

the local ages ∆
(i)
i (t) are not included in ∆[n] since they are always zero. From (2.1), it is

clear that A[n] is a matrix with elements equal to zero or one. It is also evident that the

rows of A[n] each have at most one element equal to one. From (2.1), we can derive several

useful properties of the state update matrices A[n] in (2.2). Since the ordering of the ages

in ∆(t) is not specified, let r(i, j) correspond to the row position of ∆
(j)
i (t) in ∆(t). The

following properties of A[n] are straightforward to verify:

I. Each row of A[n] is either equal to zero or has a single non-zero entry equal to one.

II. There are exactly δi all-zero rows in A[n] when node i transmits a status update of

its local process Hi(t). These occur at row indices r(i,m) for all m ∈ N1(i). This
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corresponds to case 1 in (2.1).

III. There are no all-zero rows in A[n] when node i transmits a status update of a non-local

process Hj(t). There are, however, at most δi rows set to match row r(j, i) of A[n], i.e.,

the transposed r(j, i)’th standard unit vector, when node i transmits a status update

of a non-local process Hj(t). This corresponds to case 2 in (2.1).

IV. If node m does not receive an update on process j at time n + 1, then row r(j,m) of

A[n] is equal to the transposed r(j,m)’th standard unit vector. This corresponds to

case 3 in (2.1).

V. For any integer m ∈ N, (A[n])m = A[n].

This model and the properties will be useful in the analysis of the age metrics described

below.

2.2 Age of Information Metrics and Schedules

In addition to the individual ages ∆
(i)
j (t) defined in Section 2.1, we are interested in char-

acterizing certain statistics of the ages across the network. The most common age statistic

studied in the literature is the average age, which we will consider here as well. In the single-

source single-monitor literature, the average age is computed as an average over time. Here,

we first consider the instantaneous peak and instantaneous average age, where the peak and

average are calculated over the node indices at a fixed value of t. These are only defined

when all of the constituent ages are defined, i.e., every node in the network has received at

least one status update for every process. Hence, we denote by t̄ a time such that all ages

∆
(i)
j (t) are defined. Given Definition 1 and t̄, we now define the instantaneous peak age at

any point in time t ≥ t̄.

Definition 2 (Instantaneous peak age). For any t ≥ t̄, the instantaneous peak age is

defined as

∆peak(t) , max∆(t). (2.3)
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Note that t is fixed here and the maximum is computed over the N2 − N elements of

the vector ∆(t). Along the same lines, we define the instantaneous average age at any point

t ≥ t̄ below.

Definition 3 (Instantaneous average age). For any t ≥ t̄, the instantaneous average

age is defined as

∆avg(t) ,
1⊤∆(t)

N2 −N
. (2.4)

Note that the instantaneous average age represents the average of the N2 − N ages of

the non-local statuses, i.e., the zero-age local statuses are not included in the average.

We define a schedule as a sequence of transmissions indexed by integer time, transmitting

node i, and process j. A schedule can be equivalently expressed as a series of state update

matrices A[n] in (2.2). One of the main contributions of this chapter is in establishing

fundamental limits on peak and average age for any schedule satisfying the assumptions

listed in Section 2.1. To illustrate the concept of a schedule, we provide an example for the

three-node line network shown in Fig. 2.1. The age vector in this example is defined as

∆(t) = [∆
(1)
2 (t),∆

(1)
3 (t),∆

(2)
1 (t),∆

(2)
3 (t),∆

(3)
1 (t),∆

(3)
2 (t)]⊤. (2.5)

An undefined age in ∆(t) is denoted by “−”. The initial state ∆[0] = [−,−,−,−,−,−]⊤.

The notation TSk below corresponds to time slot k, a transmission occurring over t ∈

(k − 1, k].

TS1: (i = 1, j = 1) Suppose node 1 transmits a sample of its local process H1 sampled

at time t = 0. This update from node 1 is received by node 2 at t = 1, resulting

in ∆[1] = [−,−, 1,−,−,−]⊤.

TS2: (i = 2, j = 1) Suppose node 2 relays the update received in TS1 to node 3.

This update (of process H1) is received by node 3 at time t = 2, resulting in

∆[2] = [−,−, 2,−, 2,−]⊤. Note that node 1 ignores this transmission since it

contains a status update regarding its local process.

14



TS3: (i = 2, j = 2) Suppose node 2 now transmits a sample of its local process sampled

at t = 2. This update from node 2 is received by nodes 1 and 3 at t = 3, resulting

in ∆[3] = [1,−, 3,−, 3, 1]⊤.

TS4: (i = 3, j = 3) Suppose node 3 transmits a sample of its local process sampled at

time t = 3. This update from node 3 is received by node 2 at time t = 4, resulting

in ∆[4] = [2,−, 4, 1, 4, 2]⊤.

TS5: (i = 2, j = 3) Similar to TS2, suppose node 2 relays the update received in TS4

to node 1. This update is received by node 1 at t = 5, resulting in ∆[5] =

[3, 2, 5, 2, 5, 3]⊤.

Note that all nodes have received updates for all processes at t = 5, hence we can set t̄ = 5

and compute instantaneous peak and average ages for all t ≥ t̄. This schedule can naturally

be repeated to construct a periodic schedule for all t ≥ 0. Table 2.1 summarizes this periodic

schedule and Fig. 2.2 plots the evolution of the six relevant ages in ∆(t) as a function of t for

three periods of this schedule. The instantaneous peak and average ages for this schedule are

shown in the fourth subplot of Fig. 2.2. Observe that all of the ages and the instantaneous

age metrics are periodic in this example due to the periodicity of the schedule.

Table 2.1: Example schedule for the three-node line network in Fig. 2.1.

transmitting transmitted

time slot node index i process index j

TS1, TS6, . . . 1 1

TS2, TS7, . . . 2 1

TS3, TS8, . . . 2 2

TS4, TS9, . . . 3 3

TS5, TS10, . . . 2 3
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Figure 2.2: Instantaneous age metrics for the example schedule for a three-node line network

in Fig. 2.1.

We conclude this section with two additional age metrics of interest. The peak and

average ages over an arbitrary time interval t ∈ [t0, t1) with t̄ ≤ t0 < t1 are defined below.

Definition 4 (Peak age). The peak age for t ∈ [t0, t1) with t̄ ≤ t0 < t1 is defined as

∆peak(t0, t1) , sup
t0≤t<t1

∆peak(t). (2.6)
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Definition 5 (Average age). The average age for t ∈ [t0, t1) with t̄ ≤ t0 < t1 is defined as

∆avg(t0, t1) ,
1

t1 − t0

∫
t1

t0

∆avg(t) dt. (2.7)

Note the supremum is used in (2.6) as ∆peak(t) is a right-continuous piecewise linear

function with discontinuities occurring at integer times when status updates are received. It

is also worth mentioning here that Definition 4 differs from other definitions of “peak age”

in the literature, e.g., [12, 106] define peak age as the average of the age peaks.

When we omit the time indices and use the notation ∆peak and ∆avg, this implies t0 = t̄

and t1 →∞.

2.3 Interference Model Assumptions

This section introduces three interference models that determine the transmitting nodes

during any time slot subject to interference constraints. Similar to [106], for any directed

graph G = (V, E), we call f ⊂ E a “feasible activation set” if all links in f can be activated

simultaneously without interference. An edge ei,j is said to be “active” during a time slot if

node i is transmitting and j ∈ N1(i).

Specifically, we present interference models spanning from the most pessimistic model

(global interference to the most optimistic model (interference free [104,105]). Between these

extremes, we also describe a topologically-dependent interference model in which multiple

nodes transmit simultaneously if they share no one-hop neighbors. Each of these settings

will be analyzed in the sequel.

2.3.1 Global Interference Model

The global interference model pessimistically imposes the constraint that only one node can

transmit during each time slot and the remaining N − 1 nodes in the network must remain
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silent to avoid interference. In this setting, during any time slot there are a total of N

feasible activation sets, given by Fglob = {f1, . . . , fN}, where fi = {all eℓ,j ∈ E s.t. ℓ = i} is

the set of directed edges exiting node i.

2.3.2 Interference Free Model

In contrast to the pessimistic global interference model, this model considers a setting in

which all nodes can transmit simultaneously without interference. This optimistic “interfer-

ence free” model has been considered previously in the context of AoI in [104, 105]. In this

setting, each of the N nodes in the network can transmit in each time slot. The collection

of all feasible activation sets Fifree in this setting can be expressed as Fifree =
⋃N

k=1Fk where

Fk is the collection of all sets of edges with k transmitting nodes. For example, F1 = Fglob

is the collection of all sets of edges with one transmitting node. Similarly, the collection of

all sets of edges with two transmitting nodes F2 = {f1,2, f1,3, . . . , fN−1,N}, with fi,j = fi ∪ fj
and fi as defined previously is the union of the sets of directed edges exiting nodes i and j.

Note that FN = E ⊂ Fifree, i.e., the collection of all feasible activation sets in the interference

free setting includes the set of all directed edges.

2.3.3 Topologically-Dependent Interference Model

In some networks, the global interference model may be overly pessimistic since multiple

nodes may be able to transmit simultaneously due to frequency reuse, e.g., with sufficient

spacing between some nodes, the use of multiple-access strategies, or other interference

avoidance approaches. Similarly, the interference free model may be overly optimistic in

some settings because nodes may not be able to separate simultaneously received updates

or operate in full-duplex. As such, we consider a topologically-dependent interference model

that falls between the pessimistic and optimistic models above. Specfically, ifN1(i)∩N1(j) =

∅, then i and j can transmit simultaneously without interference in this model.

Note that the collection of feasible activation sets in the topologically-dependent interfer-
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ence setting includes all transmissions from a single node, i.e., Fglob ⊆ Ftdi. It also contains

the collection of sets of edges of multiple transmitting nodes that share no common neighbors.

As an example of the collection of feasible activation sets in topologically-dependent inter-

ference setting, consider the ring network in Fig. 2.3. Note that Ftdi = Fglob∪{f1,4, f2,5, f3,6}

where fi,j = fi ∪ fj as defined previously. Hence, for the six-node ring network in Fig. 2.3,

there are a total of nine feasible activation sets.

1 2

3

45

6

Figure 2.3: Example N = 6 ring network.

In general, since Fglob ⊆ Ftdi ⊂ Fifree, the sets of possible schedules in each case has

the same ordering. Hence, under optimized schedules, we can expect the age statistics

under these different interference constraints to satisfy ∆avg,glob ≥ ∆avg,tdi ≥ ∆avg,ifree and

∆peak,glob ≥ ∆peak,tdi ≥ ∆peak,ifree. These statistics are analyzed in the following section.

2.4 Fundamental Bounds on the Instantaneous Peak

Age and Instantaneous Average Age

In this section, we present the main results consisting of lower bounds on the instantaneous

peak and average age of information metrics in Definitions 2 and 3 under general interfer-

ence constraints including the three interference models described in Section 2.3. The basic

approach is to use a property of the feasible activation sets to lower bound the number of

time slots required to update all statuses throughout the network. This leads to directly to a

lower bound on the instantaneous peak age. Additional properties of the feasible activation

sets are then used to derive a lower bound on the instantaneous average age.
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As these lower bounds rely on certain properties of the graph G describing the network,

we first review these properties and notation.

2.4.1 Preliminary Definitions and Notation

A set S ⊂ V of vertices in a graph is called a dominating set if every vertex not in S is

adjacent to a vertex in S [118]. A minimum connected dominating set (MCDS) S ⊂ V is

a dominating set satisfying (i) the subgraph induced by S is connected and (ii) S has the

smallest cardinality among all connected dominating sets of G. The cardinality of any MCDS

is called connected domination number of G and is denoted by γc. Although, in general,

graphs do not have a unique MCDS, all MCDSs of a graph G have the same cardinality

γc [119, 120]. Because every vertex not in a given MCDS is a one-hop neighbor of a vertex

in the MCDS, i.e., N1(S) = G for any MCDS S, a collection of vertices in a given MCDS is

often referred to as the “backbone” of the network in the context of broadcast routing for

ad-hoc networks [120].

A leaf vertex of graph G is any vertex i ∈ V with degree of one. To the best of our

knowledge, although the notion of a leaf vertex is well defined and commonly understood,

there is no commonly accepted name for the following graph object. As such, we define a

“pseudo-leaf vertex” below.

Definition 6 (Pseudo-leaf vertex). A vertex i ∈ V is a pseudo-leaf vertex if it is not a

member of any MCDS. That is, i ∈ V is a pseudo-leaf vertex if i /∈ U where

U , S1 ∪ S2 ∪ . . . ∪ SM . (2.8)

and Sk ⊂ V for k = {1, 2, . . . ,M} represent all possible MCDSs of G. Further, we refer to

the set of all pseudo-leaf vertices of G by L , V − U .

Under this definition, every true leaf (i.e., every vertex with degree one) is also a pseudo-

leaf. A graph may have additional non-leaf vertices that satisfy the conditions of a pseudo-leaf
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vertex.

Finally, recall the degree δi of node i ∈ V is defined as the the number of edges of

vertex i or, equivalently, the cardinality of the number of one-hop neighbors of node i, i.e.,

δi = |N1(i)|. We define the maximum degree of the graph as δmax = maxi∈V δi.

To illustrate the key ideas, consider the 5-node network in Fig. 2.4 which has two MCDSs,

shown as S1 and S2, both with cardinality γc = 2. While only node 1 is a true leaf vertex,

nodes 1 and 5 are pseudo-leaf vertices as they are not members of any MCDS. The cardinality

of the pseudo-leaf set is |L| = 2. The maximum degree of this graph is δmax = δ2 = 3. These

graph parameters play an important role in the bounds developed in the following section.

1 2

3

4

5

S1

S2

Figure 2.4: A 5-node “pan” network. The two MCDS’s are shown as S1 = {2, 3} and S2 =

{2, 4} with cardinality γc = 2. The set of pseudo-leaf vertices is L = V − (S1 ∪ S2) = {1, 5}.

2.4.2 Lower Bounds on Instantaneous Peak and Instantaneous

Average Ages

This section presents lower bounds on the instantaneous peak and instantaneous average

ages for all t ≥ t̄ such that all of the constituent ages in ∆(t) are defined. To facilitate

the presentation of these bounds, we first present the following Lemma to characterize the

number of time slots required to update all N2−N statuses in the network given the global

interference model.

Lemma 1 (Number of time slots to update all statuses). Given G with N = |V|, there exists

a schedule that updates all N2 − N statuses in the network in T ∗
glob , Nγc + |L| time slots.
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Moreover, any schedule of length T = T ∗ −K time slots for K ∈ {0, 1, . . . , T ∗
glob} updates at

most N2 −N −K statuses.

Proof. We first show the sufficiency of T ∗
glob time slots by construction. A schedule satisfying

the conditions in Section 2.1 that updates all statuses in the network in T ∗
glob time slots can be

constructed by flooding the status from each node throughout the network sequentially for

i = 1, . . . , N , i.e., the local status of node i is transmitted to its one-hop neighbors and this

status is retransmitted in subsequent time slots to the remaining nodes in the network via an

optimal flooding tree constructed from the graph’s MCDS [121]. As shown in [121, Theorem

1], the number of time slots required to propagate an update of Hi(t) throughout the network

is γc + 1i∈L where 1i∈L is an indicator function equal to one when i is a pseudo-leaf vertex

and equal to zero otherwise. It follows that a schedule that performs this optimal flooding

sequentially for each node i = 1, . . . , N requires |L|(γc + 1) + (N − |L|)γc = Nγc + |L| time

slots to complete and updates all statuses in the network.

To show the second part of the lemma (which also establishes the necessity of T ∗
glob time

slots to update all statuses), let K = K1 + · · · + KN with Ki ∈ {0, . . . , γc + 1i∈L} for all

i ∈ {1, . . . , N}. Let γc + 1i∈L − Ki be the number of time slots allocated to propagate an

update of Hi(t). Observe that at least Ki nodes in the network do not receive an update of

process Hi(t). Hence at least K = K1 + · · ·+KN statuses of the N2 − N total statuses in

the network are not updated, which shows the desired result.

Remarks:

1. A periodic version of a sequential flooding schedule of length T ∗
glob described in the

proof of Lemma 1 is presented in Section 2.5. Lemma 1 implies that there does not

exist any periodic schedule with period less than T ∗
glob time slots such that all statuses

are updated.

2. For a fixed number of nodes N , it can be shown that T ∗
glob obeys the inequality

N ≤ T ∗
glob ≤ N2 − 2N + 2, where the left side is true with equality for the complete

graph and the right side is true with equality for the path graph. This suggests that
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some network topologies require on the order of N time slots to update all statuses in

the network, whereas others require on the order ofN2 time slots to update all statuses

in the network. Unsurprisingly, the network topology has a significant impact on the

minimum number of time slots T ∗
glob required to update all statuses in the network.

Lemma 1 also implies certain properties about the state transition matrix for the discrete

time model in (2.2). Given an initial age state of ∆[n0], the age vector at time n ≥ n0, n ∈ Z

can be written as

∆[n] = Φ[n, n0]∆[n0] +
n−1∑

k=n0

Φ[n, k + 1]1 (2.9)

where Φ[n,m] is the discrete time time-varying state transition matrix defined as

Φ[n,m] =







A[n− 1]A[n− 2] . . .A[m] n−m > 0

IN2−N n−m = 0

undefined n−m < 0

. (2.10)

Now, we present the following Lemma that generalizes the result of Lemma 1 to all of

the three interference models in Section 2.3.

Lemma 2 (Number of time slots required to update all statuses). For any schedule, updating

all of the statuses throughout the network requires at least

T ∗ ,

⌈
Nγc + |L|

ν

⌉

(2.11)

time slots, where ν is the maximum number of simultaneously transmitting nodes over all

feasible activation sets.

Proof. The global interference model is equivalent to setting ν = 1 since all feasible activa-

tion sets correspond to a single transmitting node. For general interference models with ν

corresponding to the maximum number of simultaneously transmitting nodes over all feasi-
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ble activation sets, the desired result follows from considering ν simultaneous transmissions

in each time slot.

For the interference models in Section 2.3, we have

νglob = 1, (2.12a)

νifree = N, (2.12b)

νtdi = χ, (2.12c)

where χ is the maximum number of vertices with the same color over all distance-2 colorings

of G.

We now present the lower bounds on the instantaneous peak age of information.

Theorem 1 (Lower bound on instantaneous peak age). The instantaneous peak age of

information for any schedule at time t ≥ t̄ is lower bounded by

∆peak(t) ≥ ∆∗
peak,inst , T ∗. (2.13)

Proof. For t ≥ t̄ and t ∈ [n, n+ 1), we can write

∆peak(t) = max∆[n] + (t− n), (2.14a)

≥ max∆[n], (2.14b)

≥ e⊤
i ∆[n] (2.14c)

for all i ∈ {1, . . . , N2 −N}. From (2.9), we can set n0 = 0 and n ≥ t̄ ≥ T ∗ to write

∆[n] = Φ[n, 0]∆[0] +

n−1∑

k=0

Φ[n, k + 1]1, (2.15a)

=

n−1∑

k=0

Φ[n, k + 1]1, (2.15b)
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≥
n−1∑

k=n−T ∗

Φ[n, k + 1]1, (2.15c)

where the equality follows from the fact that n ≥ t̄ implies all statuses have been updated by

time n, i.e., Φ[n, 0] = 0, and the inequality follows from the fact that each term in the sum is

non-negative. Observe that there are T ∗ terms in the sum and that that all Φ[n, k+1] in the

sum are non-zero. Hence, there must exist at least one i such that e⊤
i Φ[n, n− T ∗ +1]1 = 1.

Moreover, from the properties of the Φ matrix we have e⊤
i Φ[n, n − T ∗ + 1]1 = 1, which

implies e⊤
i Φ[n, k + 1]1 = 1 for all k ∈ {n − T ∗, . . . , n − 1}. Hence, given i such that

e⊤
i Φ[n, n− T ∗ + 1]1 = 1, we can write

∆peak(t) ≥ e⊤
i

n−1∑

k=n−T ∗

Φ[n, k + 1]1 = T ∗, (2.16)

which shows the desired result.

For the interference models in Section 2.3, we have

∆∗
peak,inst,glob = T ∗

glob = Nγc + |L|, (2.17a)

∆∗
peak,inst,ifree = T ∗

ifree = γc +

⌈ |L|
N

⌉

, (2.17b)

∆∗
peak,inst,tdi = T ∗

tdi =

⌈
Nγc + |L|

χ

⌉

. (2.17c)

We now present the lower bounds on the instantaneous average age of information.

Theorem 2 (Lower bound on instantaneous average age). The instantaneous average age

of information for any schedule is lower bounded by

∆∗
avg,inst ,

1⊤s

N2 −N
, (2.18)
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where

s , [max(x1,y1),max(x2,y2), . . . ,max(xT ∗ ,yT ∗)], (2.19a)

x , [N2 −N,N2 −N − ǫ, . . . , N2 −N − (T ∗ − 1)ǫ], (2.19b)

y , [T ∗, T ∗ − 1, . . . , 1] (2.19c)

with ǫ corresponding to the maximum number of active edges over all feasible activation sets.

Proof. Along the same lines as Theorem 1, for t ≥ t̄ and t ∈ [n, n+ 1), we can write

∆avg(t) =
1⊤∆[n]

N2 −N
+ (t− n), (2.20a)

≥
1⊤

n−1∑

k=n−T ∗

Φ[n, k + 1]1

N2 −N
, (2.20b)

=

n−1∑

k=n−T ∗

s[n, k + 1]

N2 −N
, (2.20c)

where the inequality follows from the fact that t− n ≥ 0 and from following the same steps

that led to (2.15c). The term s[n, k + 1] denotes the number of non-zero elements, i.e., the

number of statuses not updated, in Φ[n, k + 1]. Observe that

(P1) s[n, n] = N2 −N from the fact that Φ[n, n] = IN2−N .

(P2) s[n, k + 1]− s[n, k] ≤ ǫ since at most ǫ statuses can be updated in a time slot.

(P3) s[n, n− T ∗ +K] ≥ K for all K ∈ {1, . . . , T ∗} from Lemma 1.

The minimal sequence s = [s[n, n], . . . , s[n, n− T ∗ + 1]] satisfying these properties can be

constructed by first defining

x = [N2 −N,N2 −N − ǫ, . . . , N2 −N − (T ∗ − 1)ǫ], (2.21a)

y = [T ∗, T ∗ − 1, . . . , 1] . (2.21b)

Note that x captures the constraints imposed by (P1) and (P2). Similarly y captures the

26



constraints imposed by (P3). Then

s = [max(x1,y1),max(x2,y2), . . . ,max(xT ∗ ,yT ∗)] (2.22a)

is the minimal sequence satisfying all of the properties, which establishes the lower bound

and shows the desired result.

For the interference models in Section 2.3, we have

ǫglob = δmax, (2.23a)

ǫifree = |E|, (2.23b)

ǫtdi = ω, (2.23c)

where δmax = maxv∈V deg(v) is the maximum degree of the graph and ω is the maximum

number of active edges over all feasible activation sets in the topologically dependent inter-

ference model.

Referring to the three-node example in Section 2.1, we have N = 3, γc = 1 and |L| = 2,

δmax = 2, and χ = 3. These graph parameters imply ∆∗
peak,inst,glob = 5, ∆∗

peak,inst,ifree =

2, and ∆∗
peak,inst,tdi = 5 for the instantaneous peak age of information lower bounds and

∆∗
avg,inst,glob = 2.67, ∆∗

avg,inst,ifree = 1.33, and ∆∗
avg,inst,tdi = 2.67 for the instantaneous average

age of information lower bounds. Figure 2.2 shows that the example periodic schedule

considering the global interference model achieves the peak age lower bound of ∆∗
peak,inst,glob =

5 at times t = {5, 7, 8, 10, 12, 13, 15, 17, 18, . . .} and reaches a minimum value of ∆avg(t) = 3

at times t = {8, 13, 18, . . .}. Hence, unlike the instantaneous peak age, there is a gap between

the bound and the minimum instantaneous age achieved in this example.
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2.5 Minimum-Length Periodic Schedules (MLPS) for

Global Interference Model

In this section, we consider the class of periodic schedules in the global interference model

with period T ∗
glob as defined in Lemma 2. Such schedules have the property that A[n +

kT ∗
glob] = A[n] for all n = 0, 1, . . . , T ∗

glob − 1 and all k = 0, 1, . . . . The study of periodic

schedules is motivated by the central goal of maintaining fresh statuses at each node in the

network and by the recent results in [71] where round robin schedules, i.e., schedules in

which a series of transmissions is repeated, were shown to be optimal in terms of minimizing

peak age. As noted earlier, a periodic schedule with period T < T ∗
glob cannot update all

statuses and, consequently, this class of schedules is of little interest since some ages are

never defined. Periodic schedules with period T > T ∗
glob are also of limited interest since

the time between updates of at least some statuses (and, hence, the corresponding peak

ages of these statuses) will be larger than necessary. Due to the combinatorics of schedule

design in the topologically-deterministic interference setting for general graphs, designing a

schedule for the interference free model and topologically-dependent interference model is

not trivial. Hence, we only focus on developing an algorithm for schedule design in the global

interference model.

In the following, given the global interference model we first derive lower bounds on

the peak and average age of information for all T ∗
glob-periodic schedules that update all

statuses in each period. While the instantaneous age bounds developed in Section 2.4.2 also

serve as lower bounds over any period of a T ∗
glob-periodic schedule, our focus here is on the

development of bounds on the peak and average age over a period of the schedule according to

Definitions 4 and 5. We then present an algorithm for constructing a specific T ∗
glob-periodic

schedule that updates all statuses in each period given any connected network topology

assuming the global interference model. To analytically characterize the performance of

this schedule, we upper bound its achieved age of information. This upper bound is then
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compared with the previously developed lower bounds to show the achieved peak age is tight

with respect to the lower bound on peak age for any network topology and and size N . We

also show that the achieved average age is asymptotically tight to the lower bound on average

age as N →∞.

2.5.1 Lower Bounds on Peak and Average Age for Minimum-

Length Periodic Schedules in the Global Interference Model

To establish fundamental limits for the peak and average age of information for minimum-

length periodic schedules, we first present the following useful Lemmas.

Lemma 3. Given the global interference model, for any minimum-length periodic schedule

that updates all N2−N statuses, every status throughout the network is updated exactly once

every T ∗
glob time slots.

Proof. Consider any minimum-length periodic schedule that updates all of the N2 − N

statuses in the global interference model. From Lemma 1 recall that γc+1i∈L time slots are

required to propagate an update of Hi(t) throughout the network. The first of these time

slots corresponds to dissemination of a fresh update of Hi(t) by node i and the remaining

γc + 1i∈L − 1 time slots correspond to retransmissions of the status by nodes other than

node i. While nodes in the network may receive multiple transmissions containing the status

of the Hi(t) process, the status at each node j 6= i is only updated once since subsequent

updates contain the same status and are redundant.

The main implication of Lemma 3 is that, for the class of minimum-length periodic

schedules that update all N2 − N statuses in the network, all status updates at each node

occur with period T ∗
glob. No statuses are updated more frequently. So, over the interval

t ∈ [t′, t′ + T ∗
glob), where t′ is the time at which the status of process i is updated at node j,

the age trajectory ∆
(j)
i (t) is simply ∆

(j)
i (t) = t − t′ + ∆

(j)
i where ∆

(j)
i is the age of status i

at the time node j is updated. In other words, for T ∗
glob-periodic schedules that update all
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N2−N statuses in the network, each age trajectory ∆
(j)
i (t) is identical except for time shifts

and the “age offsets” ∆
(j)
i .

These time shifts and age offsets are illustrated for the T ∗
glob-periodic schedule for the

three-node path network with T ∗
glob = 5 in Fig. 2.2 where ∆

(1)
2 = 1, ∆

(1)
3 = 2, ∆

(2)
3 = 1,

∆
(2)
1 = 1, ∆

(3)
2 = 1, and ∆

(3)
1 = 2. In general, note that the age offsets must satisfy

∆
(j)
i ≥ d(i, j), where d(i, j) is the distance in hops of the shortest path between nodes

i and j. The following Lemma establishes an additional useful property of the age offsets

∆
(j)
i for networks with T ∗

glob-periodic schedules.

Lemma 4. Given the global interference model, for i ∈ V and a T ∗
glob-periodic schedule that

updates all of the N2 −N statuses,

max
j∈V

∆
(j)
i ≥ γc + 1i∈L.

Proof. This result follows directly from Lemma 1, which establishes that γc + 1i∈L time

slots are required to propagate an update of the status of process i throughout the network.

Hence, given i ∈ V, there always exists a node j ∈ V such that status updates regarding

process i are received with an age offset of at least γc + 1i∈L.

Lemmas 3 and 4 imply that, over any interval [t0, t0+T ∗
glob) and fixing i ∈ V, there exists

at least one age trajectory ∆
(j)
i (t) satisfying supt∈[t0,t0+T ∗

glob
) ∆

(j)
i (t) ≥ γc + 1i∈L + T ∗

glob. This

forms the basis for Theorem 3 below, which establishes a lower bound on the peak age of

information for T ∗
glob-periodic schedules.

Theorem 3 (Lower bound on ∆peak of minimum-length periodic schedules, given the global

interference model). Given the global interference model, the peak age of information for any

T ∗
glob-periodic schedule over any interval [t0, t0 + T ∗

glob) with t̄ ≤ t0 is lower bounded by

∆peak(t0, t0 + T ∗
glob) ≥ ∆∗

peak,glob , T ∗
glob + γc + 1|L|≥1. (2.24)
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Proof. From Definition 4 with t̄ ≤ t0 we can write

∆peak(t0, t0 + T ∗
glob) = sup

t0≤t<t0+T ∗

∆peak(t), (2.25a)

= sup
t0≤t<t0+T ∗

glob

max
i,j∈V

∆
(j)
i (t), (2.25b)

= max
i,j∈V

sup
t0≤t<t0+T ∗

glob

∆
(j)
i (t), (2.25c)

(a)
= max

i,j∈V

(

T ∗
glob +∆

(j)
i

)

, (2.25d)

= T ∗
glob +max

i∈V
max
j∈V

∆
(j)
i , (2.25e)

(b)

≥ T ∗
glob + γc + 1|L|≥1, (2.25f)

where (a) follows from Lemma 3. Inequality (b) follows from Lemma 4 and the fact that

maxi∈V 1i∈L = 1|L|≥1.

The lower bound on peak age established in Theorem 3 has an intuitive interpretation.

The T ∗
glob component is a consequence of the common period between updates for all statuses

in the network. The γc+1|L|≥1 component is a consequence of the maximum amount of time

required to propagate a status throughout the network. Note that the only inequality in the

derivation of the lower bound is from Lemma 4. This suggests a strategy for constructing

minimum-length periodic schedules to achieve the peak age bound with equality. This is

discussed in detail in Section 2.5.2. In fact, for the three node example in Section 2.1, we

can compute ∆∗
peak,glob = 7, which is achieved with equality as seen in Fig. 2.2.

Since T ∗
glob = Nγc + |L|, we can express the lower bound on peak age as ∆∗

peak,glob =

(N +1)γc+ |L|+1|L|≥1. The role of γc, i.e., the connected domination number of the graph,

is more evident in this expression. In graphs with γc = 1, e.g., a star graph or a complete

graph, ∆∗
peak,glob ∼ O(N). In graphs where γc ∼ O(N), e.g., a path graph or a ring graph,

∆∗
peak,glob ∼ O(N2).

The following theorem establishes a lower bound on the average age for networks with
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minimum-length periodic schedules.

Theorem 4 (Lower bound on ∆avg of of minimum-length periodic schedules, given the global

interference model). Given the global interference model, the average age of information for

any T ∗
glob-periodic schedule over any interval [t0, t0 + T ∗

glob) with t̄ ≤ t0 is lower bounded by

∆avg,glob(t0, t0 + T ∗
glob) ≥ ∆∗

avg,glob ,
T ∗
glob

2
+ d̄, (2.26)

where

d̄ ,
1

N2 −N

∑

i,j∈V
i 6=j

d(i, j) (2.27)

is the average distance of the network, and d(i, j) is the distance in hops of the shortest path

between nodes i and j.

Proof. From Definition 3 and Definition 5, we can write

∆avg,glob(t0, t0 + T ∗
glob) =

1

T ∗
glob(N

2 −N)

∑

i,j∈V
j 6=i

∫ t0+T ∗
glob

t0

∆
(j)
i (t)dt, (2.28a)

(a)
=

1

T ∗
glob(N

2 −N)

∑

i,j∈V
j 6=i

∫ T ∗
glob

0

(∆
(j)
i + t)dt, (2.28b)

(b)

≥ 1

N2 −N

∑

i,j∈V
j 6=i

(

d(i, j) +
T ∗
glob

2

)

, (2.28c)

=
T ∗
glob

2
+ d̄, (2.28d)

where (a) follows from Lemma 3 and (b) follows from the fact that ∆
(j)
i ≥ d(i, j).

Like the lower bound on peak age, the lower bound on average age has an intuitive

interpretation. The
T ∗
glob

2
component is a consequence of the common period between updates

for all statuses in the network. The d̄ component is a consequence of the average amount of
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time required to propagate statuses throughout the network. For the three node example in

Section 2.1, the lower bound on average age can be calculated as ∆∗
avg,glob = 5

2
+ 8

6
≈ 3.83,

which is achieved with equality since ∆
(j)
i = d(i, j) for all i, j in this case. This bound is not

achievable in general, however, since it is not always possible to achieve ∆
(j)
i = d(i, j) for all

i, j (see, e.g., an N = 5 node path network).

2.5.2 Algorithm for T ∗glob-Periodic Schedule Design, Given the Global

Interference Model

This section formalizes the main idea suggested by Lemma 1 to develop a sequential flooding

algorithm that generates a periodic minimum-length schedule for a given network topology,

given the global interference model. Recall from the proof of Lemma 1 that propagation of

Hi(t) throughout the network can be accomplished with an initial transmission by node i of

its zero-delay status update, and then subsequent transmissions that propagate that status

update to remaining nodes via multiple hops from nodes in a MCDS. By repeating this ap-

proach and disseminating status updates from each of the N processes in turn, a length T ∗
glob

schedule emerges which can then be repeated in a periodic fashion to continuously propa-

gate fresh status updates throughout the network. An algorithm that details this approach

is summarized in Algorithm 1, where Depth-First Search(G[S], i) denotes an ordered list of

vertices generated by performing an in-order depth-first search of the graph induced by S
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where the search starts at root vertex i.

Algorithm 1: Schedule design to disseminate status updates throughout the net-
work for the global interference model

1 initialize time, t← 0;
2 for node i = 1 : N do
3 if ∃ MCDS S̄ s.t. i ∈ S̄ then
4 S ← S̄;
5 else
6 S ← S̄ ∪ {i}, for any MCDS S̄ ⊂ V;
7 end
8 Ssorted,i = Depth-First Search(G[S], i);
9 node i generates a fresh sample of Hi;

10 for m = 1 : |Ssorted,i| do
11 j = Ssorted,i(m);

12 node j transmits H
(j)
i (t);

13 t← t+ 1;

14 end

15 end
16 go to line 2;

Observe that the schedule generated by Algorithm 1 obeys the following properties: (i) it

uses exactly T ∗
glob transmissions to update all tables throughout the network, (ii) it is periodic,

and (iii) all statuses throughout the network get updated exactly once during each period.

While our algorithm makes use of the depth-first search to traverse the graph induced by

the MCDS, we note that an alternate graph traversal approach (e.g., breadth-first search)

could be used here. Moreover, the specific choice of graph search used does not impact the

bounds presented below.

2.5.3 Guaranteed Peak and Average Age of Schedules Generated

by Algorithm 1

Since Algorithm 1 implements optimal sequential flooding, it achieves maxj∈V ∆
(j)
i = γc+1i∈L

for all i ∈ V. Hence, the inequality in Lemma 4 used in the derivation of the lower bound

on peak age in Theorem 3 is achieved with equality for schedules generated by Algorithm 1.

Unlike peak age, the achieved average age of schedules generated by Algorithm 1 will not

coincide with the lower bound in Theorem 4 since the inequality ∆
(j)
i ≥ d(i, j) cannot be
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achieved with equality in general. In this section, we derive an upper bound, i.e., a perfor-

mance guarantee, on the achieved average age of schedules generated by Algorithm 1. This

is followed by a characterization of the gap between the upper and lower bounds developed

previously.

Theorem 5 (Upper bound on achievable average age). For any interval [t0, t0 + T ∗
glob) with

t0 ≥ t̄, the average age of the schedule generated by Algorithm 1 satisfies

∆avg,Alg.1(t0, t0 + T ∗
glob) ≤ ∆avg,ub ,

T ∗
glob

2
+ γc +

|L|
N

. (2.29)

Proof. The proof follows from the fact Algorithm 1 implements optimal sequential flooding

with age offsets satisfying d(i, j) ≤ ∆
(j)
i ≤ γc + 1i∈L. The lower bound on ∆

(j)
i holds for any

schedule and was used in Theorem 4. Using the upper bound here, we can write

∆avg,Alg.1(t0, t0 + T ∗
glob) ≤

1

N2 −N

∑

i,j∈V
j 6=i

T ∗
glob

2
+ γc + 1i∈L, (2.30a)

=
T ∗

2
+ γc +

1

N2 −N

∑

i,j∈V
j 6=i

1i∈L, (2.30b)

=
T ∗
glob

2
+ γc +

|L|
N

. (2.30c)

Corollary 1 below characterizes the gap between the upper bound on the achieved average

age in Theorem 5 and the average age lower bound in Theorem 4.

Corollary 1. The gap between upper bound on the average age of the schedule generated by

Algorithm 1 and the lower bound in Theorem 4 satisfies ∆avg,ub −∆∗
avg,glob < N − 2.
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Proof. From (2.26) and (2.29) we can write

∆avg,ub −∆∗
avg,glob = γc +

|L|
N
− d̄, (2.31a)

(a)

≤ N − 2 +
|L|
N
− d̄, (2.31b)

(b)
< N − 1− d̄, (2.31c)

(c)
< N − 2, (2.31d)

where (a) is from γc ≤ N − 2, (b) is from |L|
N

< 1, and (c) is from d̄ ≥ 1. All of these

inequalities are general properties of graphs.

The result presented by Corollary 1 shows that the gap grows at most linearly with respect

to the number of nodes, N . Next, we show that the schedule generated by Algorithm 1 is

asymptotically optimal in terms of the average age when N is large.

Corollary 2. The ratio of the average age of the schedule generated by Algorithm 1 to the

average age lower bound in Theorem 4 goes to one as N →∞.

Proof. We can use the average age upper bound of Theorem 5 and a sandwiching argument

to prove the desired result. From (2.26) and (2.29) we can write

lim
N→∞

∆avg,ub

∆∗
avg,glob

= lim
N→∞

T ∗
glob

2
+ γc +

|L|
N

T ∗
glob

2
+ d̄

, (2.32a)

= 1 + lim
N→∞

γc +
|L|
N
− d̄

T ∗
glob

2
+ d̄

, (2.32b)

= 1 + lim
N→∞

T ∗
glob

N
− d̄

T ∗
glob

2
+ d̄

, (2.32c)

≤ 1 + lim
N→∞

2

N
, (2.32d)

= 1, (2.32e)

where the inequality in the last step results from the fact that
T∗
glob

N
−d̄

T∗
glob

2
+d̄

≤ (
T ∗
glob

N
)/(

T ∗
glob

2
) since
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d̄ ≥ 0. Moreover, since
∆avg,Alg.1(t0,t0+T ∗

glob
)

∆∗
avg,T∗

≥ 1 for all N , we have

lim
N→∞

∆avg,Alg.1(t0, t0 + T ∗
glob)

∆∗
avg,glob

= 1. (2.33)

While the upper bound in Theorem 5 makes the pessimistic assumption that all nodes

have a worst-case age offset of ∆
(j)
i = γc + 1i∈L, the result in Corollary 2 shows that this

pessimistic assumption is inconsequential asymptotically.

2.5.4 Schedule Design for the Global Interference Model with

Transmission Errors

In this section we provide two algorithms that generate schedules for refreshing all of the

status update parameters throughout the network with any arbitrary topology. The main

idea for the schedule design is similar to the development of a sequential flooding tree in

Algorithm 1 that generates a periodic minimum-length schedule for a given network topology

except that nodes retransmit status updates until all “modified” one-hop neighbors have

received at least one successful update of the process. Since transmission errors may occur,

we assume a retransmission policy where each node i retransmits a status update until the

update has been received successfully by all nodes in the modified one-hop neighborhood of

node i, denoted by set N̄1(i). This process is then repeated for the H2(t) process and so on

until an update of the HN(t) process is successfully received at least once by all nodes in

the network. This process then starts over again with node 1. In the following we formalize

the notion of modified one-hop neighborhood and provide an example to further clarify the

schedule design.

Without loss of generality assume that the indices of the nodes in the sequential flooding

tree that disseminates updates of the Hi(t) process form set Ssorted,i. The first index in this
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sorted set represents node i, since every time in order to refresh the Hi statuses throughout

the network, first a fresh update is required to be disseminated by node i. Algorithm 2

describes how this sorted set is obtained. For the mth element in the sorted set Ssorted,i,

m ∈ {1, 2, . . . , |Ssorted,i|}, where |Ssorted,i| = γc + 1i∈L and i ∈ V, we define the modified

one-hop neighborhood of node j = Ssorted,i(m) as

N̄1(j) ,

[

N1(j)−
m−1⋃

m′=1

N1(Ssorted,i(m′))

]

− {i}. (2.34)

In other words based on (2.34), node j does not need to refresh the statuses at the nodes

that have been updated by the previous nodes in the sequential flooding tree. We also define

the cardinality of the modified one-hop neighborhood in (2.34) as

Ji,m , |N̄1(Ssorted,i(m))|. (2.35)

There are some subtleties to this schedule that can be illustrated by considering an

example in the setting shown in Figure 2.4. Suppose node 1 successfully transmits a status

update to node 2 and that MCDS S1 is used for sequential flooding. Node 2 retransmits the

update until both node 3 and node 4 successfully receive the update once. Although node 1

is in the one-hop neighborhood of node 2, it is not in the modified one-hop neighborhood of

node 2 since node 1 has already been updated (directly). Similarly, when node 3 retransmits

the update, it only requires node 5 to successfully receive the update once. Although node 2

is in the one-hop neighborhood of node 3, node 2 received the update (indirectly) earlier in

this schedule. In this example we have Ssorted,1 = {1, 2, 3}, N1(1) = {2}, N1(2) = {1, 3, 4},

N1(3) = {2, 5}, N̄1(1) = {2}, N̄1(2) = {3, 4}, N̄1(3) = {5}, J1,1 = 1, J1,2 = 2, and J1,3 = 1.

We consider two variations of the sequential flooding tree schedule for updating the

statuses throughout the network. The only difference is with regards to the root node

in each of the sequential flooding trees. In the first variation, we assume the root node i

retransmits without resampling Hi(t) until all of its neighbors successfully receive an update.
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In the second variation, we assume that root node i resamples Hi(t) in each retransmission

until all of its neighbors successfully receive an update. Note that each neighbor may receive

a different sample of Hi(t) in the second variation. The former case is easier to analyze,

whereas the latter case provides better performance.

In the following, Algorithm 2 and Algorithm 3 summarize these two approaches.

Algorithm 2: Schedule design without resampling by root nodes

1 initialize time, t← 0;
2 for node i = 1 : N do
3 if ∃ MCDS S̄ s.t. i ∈ S̄ then
4 S ← S̄;
5 else
6 S ← S̄ ∪ {i}, for any MCDS S̄ ⊂ V;
7 end
8 Ssorted,i = Depth-First Search(G[S], i);
9 node i generates a fresh sample of Hi;

10 for m = 1 : |Ssorted,i| do
11 j = Ssorted,i(m);
12 t′ ← t;
13 while ∃ n ∈ N̄1(j) s.t. n has not received a packet during interval (t′, t] or

t′ == t do

14 node j transmits H
(j)
i (t′);

15 t← t + 1;

16 end

17 end

18 end
19 go to line 2;

Observe that “Depth-First Search(G[S], i)” in Algorithm 2 describes an ordered list of

vertices generated by performing a depth-first search of the graph induced by S where the

search starts at root node i. The schedule generated by Algorithm 2 is periodic in the absence

of packet errors; however, when packet errors are present it is not periodic in general.
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Algorithm 3: Schedule design with resampling by root nodes

1 initialize time, t← 0;
2 for node i = 1 : N do
3 if ∃ MCDS S̄ s.t. i ∈ S̄ then
4 S ← S̄;
5 else
6 S ← S̄ ∪ {i}, for any MCDS S̄ ⊂ V;
7 end
8 Ssorted,i = Depth-First Search(G[S], i);
9 for m = 1 : |Ssorted,i| do

10 j = Ssorted,i(m);
11 t′ ← t;
12 while ∃ n ∈ N̄1(j) s.t. n has not received a packet during interval (t′, t] or

t′ == t do
13 if j == i then
14 node j generates a fresh sample of Hi;
15 end

16 node j transmits H
(j)
i (t);

17 t← t + 1;

18 end

19 end

20 end
21 go to line 2;

Similarly, the schedule generated by Algorithm 3 is not periodic in general.

2.5.5 Lower Bound on the Average Peak Age of Information of

the Schedules Generated by Algorithm 2

In this section, we present an expression that lower bounds the average peak AoI for the

schedules generated by Algorithm 2. Before proceeding, we first define the average peak AoI.

Figure 2.5 represents an example age ∆
(j)
i (t) for some i and j where i, j ∈ V, i 6= j. The age

value immediately before arrival of the qth update of the Hi process at node j is

A
(j)
i (q) = a

(j)
i (q − 1) + τ

(j)
i (q), (2.36)
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where a
(j)
i (q) represents the age of the qth update at its arrival time at node j and τ

(j)
i (q)

represents the interarrival time of the (q−1)th and qth updates for q ∈ {1, 2, . . .}. The initial

age is denoted by a
(j)
i (0).

a
(j)
i (0)

a
(j)
i (1)

a
(j)
i (2)

a
(j)
i (3) a

(j)
i (q − 1)

a
(j)
i (q)

τ
(j)
i (1) τ

(j)
i (2) τ

(j)
i (3) τ

(j)
i (q)

A
(j)
i (1)

A
(j)
i (2)

A
(j)
i (3)

A
(j)
i (q − 1)

A
(j)
i (q)

t

∆
(j)
i (t)

Figure 2.5: An example age ∆
(j)
i (t) for some i and j where i, j ∈ V, i 6= j.

We define the average peak AoI over the N2−N indirectly observed statuses throughout

the network as

∆̄peak ,
1

(N2 −N)

∑

i,j∈V
i 6=j

∆̄
(j)
i , (2.37)

where

∆̄
(j)
i = lim

Q→∞

1

Q

Q
∑

q=1

A
(j)
i (q). (2.38)

Theorem 6 represents a lower bound on the average peak AoI of the schedules generated

by Algorithm 2.

Theorem 6. The average peak AoI of the N2 − N indirectly observed statuses throughout
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the network for the schedules generated by Algorithm 2 is lower bounded by

∆̄∗
peak = d̄+

N∑

i=1

γc+1i∈L∑

m=1

Ji,m∑

n=1

(
Ji,m

n

)
(−1)n+1

(1− ǫn)
. (2.39)

Proof. From (2.36) and (2.37) we can write

∆̄peak =
1

(N2 −N)

∑

i,j∈V
i 6=j

[

lim
Q→∞

1

Q

Q
∑

q=1

a
(j)
i (q − 1) + τ

(j)
i (q)

]

, (2.40a)

≥ d̄+
1

(N2 −N)

∑

i,j∈V
i 6=j

[

lim
Q→∞

1

Q

Q
∑

q=1

τ
(j)
i (q)

]

︸ ︷︷ ︸

,τ̄

, (2.40b)

= d̄+ τ̄ , (2.40c)

where (2.40b) is obtained considering (2.27) and the fact that a
(j)
i (q) ≥ d(i, j) for all i, j and

q, and τ̄ in (2.40c) is obtained in Corollary 3. This completes the proof.

Corollary 3 represents an expression for τ̄ , which we refer to as the average interarrival

time.

Corollary 3. The average interarrival time of the N2 −N statuses throughout the network

for the schedules generated by Algorithm 2 is given by

τ̄ =

N∑

i=1

γc+1i∈L∑

m=1

Ji,m∑

n=1

(
Ji,m

n

)
(−1)n+1

(1− ǫn)
. (2.41)

Proof. Without loss of generality, consider dissemination of the Hi process throughout the

network for i ∈ V. The Hi process should be disseminated by the nodes in the sorted set

Ssorted,i in the schedule generated by Algorithm 2. Denote the indices of the nodes in this

sorted set by m ∈ {1, . . . , γc + 1i∈L}, and the number of transmissions by the mth node to
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update the nodes in N̄1(Ssorted,i(m)) by ki,m. For ℓ = {1, 2, . . .} we get

Pr{ki,m = ℓ} = (1− ǫℓ)Ji,m − (1− ǫℓ−1)Ji,m . (2.42)

From (2.42) we can write

E[ki,m] =

∞∑

ℓ=1

ℓ Pr{ki,m = ℓ}, (2.43a)

=

∞∑

ℓ=1

ℓ[(1− ǫℓ)Ji,m − (1− ǫℓ−1)Ji,m], (2.43b)

=

∞∑

ℓ=1

ℓ







Ji,m∑

n=0

(
Ji,m

n

)

[(−ǫℓ)n − (−ǫℓ−1)n]






, (2.43c)

=

Ji,m∑

n=1

(
Ji,m

n

)

(−1)n
(

1− 1

ǫn

)[ ∞∑

ℓ=1

ℓ(ǫn)ℓ

]

, (2.43d)

=

Ji,m∑

n=1

(
Ji,m

n

)

(−1)n
(

1− 1

ǫn

)
ǫn

(1− ǫn)2
, (2.43e)

=

Ji,m∑

n=1

(
Ji,m

n

)
(−1)n+1

(1− ǫn)
. (2.43f)

Now, observe the number of transmissions required by any of the nodes in a given sequen-

tial flooding tree in a schedule generated by Algorithm 2 is independent of the number of

transmissions by any other transmitting node. Considering the result in (2.43f) over all

m ∈ {1, . . . , γc + 1i∈L} and i ∈ V, the average interarrival time in (2.41) is obtained.

For ǫ = 0, note that E[ki,m] = 1, which gives τ̄ = Nγc + |L|. This result is consistent

with Lemma 1.

2.6 Numerical Results

This section presents numerical examples that serve to illustrate and verify the bounds on

the peak and average age of information in Sections 2.4 and 2.5, and that permit comparison
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Table 2.2: AoI Bounds for Canonical Graph Topologies

topology |L| γc δmax d̄ ∆∗
peak,inst,glob ∆∗

peak,glob ∆∗
avg,inst,glob ∆∗

avg,glob

complete 0 1 N−1 1 N N+1 N+1
2

N+2
2

cycle 0 N−2 2

N2

4(N−1)
, N even

N+1
4

, N odd

N2−2N N2−N−2 N3−4N2+6N−1
2(N−1)

2N3−5N2+4N
4(N−1)

, N even

2N2−3N+1
4

, N odd

path 2 N−2 2 N+1
3

N2−2N+2 N2−N+1 N4−4N3+10N2−13N+8
2N(N−1)

3N2−4N+8
6

star N−1 1 N−1 2(N−1)
N

2N−1 2N+1 N3+N2−2N+2
2N(N−1)

2N2+3N−4
2N

pan (N > 5) 1 N−3 3

N3−N2+6N−8
4N(N−1)

,N even

N2+7
4N

, N odd

N2−3N+1 N2−2N−1 N4−6N3+14N2−9N+2
2N(N−1)

2N4−7N3+7N2+4N−8
4N(N−1)

,N even

2N3−5N2+2N+7
4N

, N odd

with the achieved peak and average age of the schedule generated by Algorithm 1.

2.6.1 Application of Bounds to Canonical Graph Topologies, Given

the Global Interference Model

To illustrate computation of the various bounds, and to observe the impact of topology on

the AoI, we list in Table 2.2 the bounds for some canonical graph topologies [122, 123] as a

function of the number of nodes N . The table shows that for topologies like complete and

star where γc ≪ N and δmax is of order of N , the age of information is of order of N , too.

On the other hand for topologies like cycle, path, and pan where γc is of order of N and

δmax ≪ N , the age of information is of order of N2.

2.6.2 All Connected Topologies with 3 ≤ N ≤ 9 Nodes, Given the

Global Interference Model

For every connected network topology with 3 ≤ N ≤ 9 nodes, we make use of a database [124]

that exhaustively enumerates all connected network topologies with isomorphs removed.
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Instantaneous Peak and Instantaneous Average Age

Figure 2.6 shows the lower bounds on the instantaneous peak and instantaneous average

age of information in Theorems 1 and 2, as well as the minimum instantaneous peak and

instantaneous average age achieved by the periodic schedule generated by Algorithm 1. For

every graph topology in the database, the minimum instantaneous peak age achieved by

Algorithm 1 is equal to the lower bound on instantaneous peak age, i.e., min
t≥t̄

∆peak,Alg.1(t) =

∆∗
peak,inst,glob, so Theorem 1 serves as a tight lower bound on schedules generated by Algo-

rithm 1. Meanwhile, for the instantaneous average age, there is generally a gap between

the lower bound from Theorem 2 and the minimum instantaneous average age achieved

by Algorithm 1. To investigate this gap, we consider the ratio computed by dividing the

achieved minimum instantaneous average age by the lower bound, and have found that for

all networks with a connected topology having 3 ≤ N ≤ 9 nodes, schedules generated by

Algorithm 1 obey

1 ≤
min
t≥t̄

∆avg,Alg.1,k(t)

∆∗
avg,inst,glob(k)

≤ 1.783, (2.44a)

1

K

K∑

k=1

min
t≥t̄

∆avg,Alg.1,k(t)

∆∗
avg,inst,glob(k)

≈ 1.563, (2.44b)

where we index by network topology k = {1, . . . , K} with K = 273, 191 representing the

total number of such networks. This leads to the following three observations: (i) only

for the fully-connected network topologies, where γc = 1, Algorithm 1 achieves the lower

bound on instantaneous average age, (ii) in the worst case, Algorithm 1 yields a minimum

instantaneous average age that is 78.3% above the lower bound, and (iii) averaging over all

K topologies, Algorithm 1 is 56.3% above the lower bound.
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Figure 2.6: Lower bounds on the instantaneous peak and instantaneous average age of

information in Theorems 1 and 2, compared to the minimum instantaneous peak and in-

stantaneous average age of information achieved by the schedule in Algorithm 1.

Peak and Average Age for T ∗
glob-Periodic Schedules

Figure 2.7 compares the lower bounds on peak and average age of information for T ∗
glob-

periodic schedules in Theorems 3 and 4 with the peak and average age of information achieved

by the schedule generated by Algorithm 1, as well as the upper bound on achievable average

age of schedules generated by Algorithm 1 given by Theorem 5. The results verify that,

indeed, ∆peak,Alg.1 = ∆∗
peak,glob for all of the considered topologies. In addition, for all k =

{1, . . . , K} we have ∆∗
avg,glob(k) ≤ ∆avg,Alg.1(k) ≤ ∆avg,ub(k), thus verifying Theorems 4 and

5. Moreover, the numerical results on average age obey

1 ≤ ∆avg,Alg.1(k)

∆∗
avg,glob(k)

≤ 1.035, (2.45a)

1

K

K∑

k=1

∆avg,Alg.1(k)

∆∗
avg,glob(k)

≈ 1.008, (2.45b)
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where as above we index by network topology k = {1, . . . , K}. Again, this leads to three

observations: (i) for network topologies with small γc, the average age of Algorithm 1 is very

close or achieves the lower bound on the average age of T ∗-periodic schedules, (ii) in the worst

case, Algorithm 1 yields a minimum average age that is 3.5% above the lower bound, and

(iii) averaging over all K topologies, Algorithm 1 is 0.8% above the lower bound. Moreover,

we note that Corollary 2 implies that for schedules generated by Algorithm 1, these ratios

approach 1 as N grows large. Finally, we note that the achievable peak age is roughly twice

the achievable average age, i.e., ∆peak,Alg.1(k) ≈ 2∆avg,Alg.1(k) for all k = {1, . . . , K}.
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∆peak,Alg.1, Algorithm 1

∆∗
peak,glob, Theorem 3

∆avg,ub, Theorem 5
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∆∗
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sorted topology index

Figure 2.7: Achievable peak and average age of the schedule generated by Algorithm 1 for

all networks with a connected topology and 3 ≤ N ≤ 9. The age values are arranged in an

increasing order for the achievable average age.

Figure 2.8 represents the gap between the achieved average age of the schedule generated

by Algorithm 1 and the lower bound on the average age in Theorem 4 compared to the upper

bound of N − 2 in Corollary 1 for all of the connected network topologies with 3 ≤ N ≤ 9.

The results show that the upper bound in Corollary 1 is conservative and for most of the

topologies the schedule generated by Algorithm 1 achieves close to the lower bound on the

average age.
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Figure 2.8: The achieved gap between the upper bound on the average age of the schedule

generated by Algorithm 1 and the lower bound on the average age for all networks with a

connected topology and 3 ≤ N ≤ 9 compared to the upper bound in Corollary 1.

2.6.3 Comparing the Age of Information for the Three Interfer-

ence Models in Ring Networks

This section presents numerical examples for the specific case of ring networks (i.e., cycle

graphs) that serve to illustrate the bounds on peak and average age in Section 2.5.1. As

mentioned earlier, due to the different combinatorics of schedule design in the interference

free model and topologically-dependent interference model for general graphs, we do not

present general schedule constructions algorithms here. Instead, we restrict our attention to

status update schedules in the specific case of ring networks to illustrate the main points.

For an N -node ring network, note that |E| = 2N , γc = N − 2, L = ∅, χ =
⌊
N
3

⌋
, δmax = 2,

and ǫ = 2ν.

We first present a schedule for the global interference model below. The modulus operator

σp,q({(i1, j1),. . .,(ir, jr)}),{(i1+p modN, j1+q modN), . . . , (ir+p modN, jr+q modN)},
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is used to simplify the notation. Also, for any x if x+ p modN = 0 (x+ q modN = 0), set

x + p modN = N (x + q modN = N). Schedule A below is a special case of the general

minimum-length periodic schedules designed by Algorithm 1 for ring networks.

Schedule A: ring with global interference model.

Let 1 : {(1, 1)} be the schedule during time slot 1. For the next time slots n =

2, 3, . . . , N(N − 2), the schedule is obtained by n : σp,q({(1, 1)}), where p = n − 1 −
⌊

n−1
N−2

⌋
(N − 3) and q =

⌊
n−1
N−2

⌋
.

In schedule A, node 1’s status update is first disseminated clockwise around the ring (re-

quiring N − 2 transmissions), then node 2’s status update is disseminated around the ring,

and so on, until node N ’s status update has been disseminated around the ring at which

point the process repeats with node 1. It is straightforward to confirm that Schedule A is a

minimum-length periodic schedule with period T = N(N − 2) = T ∗
glob.

For the N = 6 ring network in Fig. 2.3, Schedule A generates

1 : {(1, 1)}, 2 : {(2, 1)}, 3 : {(3, 1)}, 4 : {(4, 1)}, 5 : {(2, 2)}, 6 : {(3, 2)},
7 : {(4, 2)}, 8 : {(5, 2)}, 9 : {(3, 3)}, 10 : {(4, 3)}, 11 : {(5, 3)}, 12 : {(6, 3)},
13 : {(4, 4)}, 14 : {(5, 4)}, 15 : {(6, 4)}, 16 : {(1, 4)}, 17 : {(5, 5)}, 18 : {(6, 5)},
19 : {(1, 5)}, 20 : {(2, 5)}, 21 : {(6, 6)}, 22 : {(1, 6)}, 23 : {(2, 6)}, 24 : {(3, 6)}.

Schedule B: ring with interference free model.

Let 1 : {(1, 1), (2, 2), . . . , (N,N)} be the schedule during time slot 1. For the next time

slots n = 2, 3, . . . , N − 2, the schedule is obtained by n : σp,q({(1, 1), (2, 2), . . . , (N,N)}),

where p = 0 and q = 1− n.

In schedule B, all N nodes begin by transmitting their local status updates in parallel. In the

next N − 3 time slots, each node continually relays the status update sent by their counter-

clockwise neighbor, after which point the process repeats again with each node transmitting

a fresh update of their local process. It is straightforward to confirm that Schedule B is a

minimum-length periodic schedule with period T = N − 2 = T ∗
ifree.
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For the N = 6 ring network in Fig. 2.3, Schedule B generates

1 : {(1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (6, 6)},
2 : {(1, 6), (2, 1), (3, 2), (4, 3), (5, 4), (6, 5)},
3 : {(1, 5), (2, 6), (3, 1), (4, 2), (5, 3), (6, 4)},
4 : {(1, 4), (2, 5), (3, 6), (4, 1), (5, 2), (6, 3)}.

Schedule C: ring with topologically-dependent interference model.

Let 1 : {(1, 1), (4, 4), . . . , (3K− 3, 3K− 3)} be the schedule during time slot 1, where

K ,
⌊
N
3

⌋
. For the next time slots n = 2, 3, . . . , (3 + mod(N, 3))(N − 2), the schedule is

obtained by n : σp,q({(1, 1), (4, 4), . . . , (3K−3, 3K−3)}), where p = n−1−
⌊

n−1
N−2

⌋
(N−3)

and q =
⌊

n−1
N−2

⌋
.

In schedule C, every third node around the ring transmits simultaneously to avoid interfer-

ence; in other words, given a distance-2 coloring of the graph, all nodes of the same color

transmit simultaneously. For example, for the N = 6 ring network in Fig. 2.3 there are 3

colors. All nodes of a given color begin by transmitting their local status updates simultane-

ously, and over the next N − 3 time slots these updates are disseminated in simultaneously,

clockwise around the ring. Then, the next group of nodes of a given color take their turn,

followed by the third and final group of same-colored nodes. After this, the process re-

peats by returning to the first color. It is straightforward to confirm that Schedule C is

a minimum-length periodic schedule with period T = 3(N − 2) = T ∗
tdi for N = 3k and

k ∈ {1, 2, 3, . . .}.

For the N = 6 ring network in Fig. 2.3, Schedule C generates

1 : {(1, 1), (4, 4)}, 2 : {(2, 1), (5, 4)}, 3 : {(3, 1), (6, 4)}, 4 : {(4, 1), (1, 4)},

5 : {(2, 2), (5, 5)}, 6 : {(3, 2), (6, 5)}, 7 : {(4, 2), (1, 5)}, 8 : {(5, 2), (2, 5)},

9 : {(3, 3), (6, 6)}, 10 : {(4, 3), (1, 6)}, 11 : {(5, 3), (2, 6)}, 12 : {(6, 3), (3, 6)}.
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Figure 2.9: Lower bounds and achievable peak and average age for ring networks with

N = {3, 4, . . . , 15}.

Figure 2.9 compares the instantaneous peak and average age lower bounds presented in

Theorems 1 and 2 with the minimum achievable instantaneous peak and average age of the

schedules generated by Schedules A, B, and C for ring networks with N ∈ {3, 4, . . . , 15},

where the minimum is taken over all times t ≥ t̄ = T ∗. To compute the minimum instanta-

neous peak and average ages, since the schedules are periodic, it is sufficient to consider only

one interval of length T ∗ after having defined ages at all nodes, e.g., interval [T ∗, 2T ∗]. The

results confirm that the instantaneous peak and average age for the interference free model

and the topologically-dependent interference model are of order of N as Theorems 1 and 2

show.

2.6.4 Achieved Average Peak AoI of Algorithm 2 and Algorithm 3

Compared to Theorem 6

This section presents numerical examples to illustrate the achieved average peak AoI of the

schedules generated by Algorithm 2 and Algorithm 3 and compares the achieved ages with

the lower bound in Theorem 6. Figure 2.10 and Figure 2.11 represent the achieved average
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peak AoI for fully-connected networks (KN) and ring networks (CN), respectively, versus

the number of nodes N ∈ {3, . . . , 10} and for error probabilities ǫ ∈ {0, 0.25, 0.5}. For the

simulation lines, both Algorithm 2 and Algorithm 3 are run over an interval of 105 time

slots. The results show that the achieved average peak AoI is an strictly increasing function

of the number of nodes N and error probability ǫ. When ǫ = 0, the schedules generated by

Algorithm 2 and Algorithm 3 are identical and have the same average peak AoI.

For the fully-connected network case in Figure 2.10, each transmitting node needs to

update the tables at its N − 1 neighbors. For the ring network network case in Figure 2.11,

each transmitting node has at most 2 neighbors that it needs to update. As a result, when

ǫ > 0, resampling by root nodes as specified in Algorithm 2 tends to lead to a more significant

reduction in the achieved average peak AoI in fully-connected networks than in ring networks

when compared to the average peak AoI of schedules generated by Algorithm 1.
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Figure 2.10: Achieved average peak AoI versus the number of nodes N and error probabilities

ǫ ∈ {0, 0.25, 0.5} for fully-connected networks KN .
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Figure 2.11: Achieved average peak AoI versus the number of nodes N and error probabilities

ǫ ∈ {0, 0.25, 0.5} for ring networks CN .

2.7 Conclusion

This chapter studied the age of information problem in a general multi-source multi-hop

partially-connected wireless network with nodes communicating over time slotted transmis-

sions. We derived fundamental results that lower bound the performance of any status

update dissemination schedule in terms of the peak and average age of information metrics

for three interference scenarios (i) global interference model (ii) interference free model, and

(iii) topologically-dependent interference model. Taking a graph theoretical approach on

the impact of network topology on the age of information, we found that the AoI depends

on fundamental graph parameters such as the connected domination number and average

shortest path length. We presented an algorithm that generates minimum-length periodic

schedules for dissemination of the status updates among the nodes in the network with a

connected topology, given the global interference model. We derived upper bounds on the
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achieved peak and average age of the schedules designed by the proposed algorithm, which

showed that these schedules exactly achieve the peak age bound and also achieve the average

age bound within an additive gap scaling linearly with the size of the network. Under global

interference constraints, we developed two algorithms based on repetitive transmissions in

presence of error. A lower bound on the average peak AoI was derived for schedules gen-

erated by the algorithm without resampling by the root nodes. Numerical examples were

presented to quantify the gap between the achieved age and the lower bounds.
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Chapter 3

Age of Information in Multiaccess

Networks with Transmission Errors

Several recent papers have considered the effect of packet delivery errors on AoI [11,19,39,40,

61, 71, 77, 85, 125, 126]. The single-source single-destination setting was first studied in [11].

The average AoI was derived for scheduled access with feedback and slotted ALOHA-like

random access over multiaccess channels in [61]. A single-source multi-destination setting

was considered in [71] where a single base station source sends status updates to a number

of destinations through packets with a fixed transmission time over unreliable channels. It

was shown that a greedy policy, which schedules a transmission to the destination with

the highest current age is average age optimal in the absence of error. In [77, 126], the

opposite setting was studied where a network of nodes transmits status updates to a base

station while simultaneously satisfying throughput constraints. In this setting, stationary

randomized policies are derived to minimize the weighted sum AoI assuming a unit-delay

channel from each source to the destination.

In the first part of this chapter, we look at the AoI of multiaccess channels with active

packet generation, where the sources send information packets to a destination through a

server with unreliable transmissions. This scenario is similar to the multi-source single-

destination setting considered in [61,77]. A key difference, however, is that the service times
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in our model are assumed to be random according to the exponential distribution. Another

key difference is that we consider both stationary randomized policies as well as round-

robin policies under three different packet retransmission policies when errors occur. Table 3

summarizes the key differences between the results in this paper compared to [11,61,71,77].

The main contributions of this section are twofold: (i) we derive closed-form expressions

for each source’s long-term average AoI from the perspective of the destination, and (ii) we

derive optimal source selection probabilities that minimize the weighted sum average AoI

for stationary randomized policies [127].

In the second part of this chapter we study the multiaccess setting motivated by Yates

and Kaul in [68], where the AoI was studied under various assumptions about whether the

server was first-come first-served (FCFS) or last-come last-served (LCFS) and, for the latter

case, whether new updates could preempt packets currently in service or only in waiting.

We study an LCFS system with the key assumption that source Si can only preempt its

own packets in service [128]. To distinguish this approach from the approach in [68], we

refer to this as “self preemption” and the model of Yates and Kaul as “global preemption”.

We further generalize the model by allowing for transmission errors from the server with

fixed probability 0 ≤ ǫ < 1. Using tools from stochastic hybrid systems (SHS), we derive

a closed-form expression for average AoI experienced by each source in terms of the status

update arrival rates {λ1, . . . , λN}, service rate µ, and the transmission error probability ǫ.

We show, somewhat surprisingly, that global preemption in service (referred to as LCFS-S

in [68]) provides uniformly better AoI than self preemption in service for all sources in the

system when ǫ = 0.

3.1 System Model

We consider a status update system with N source nodes S1,S2, . . . ,SN and one destination

node D as represented in Figure 3.1. The sources intend to share information about their
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Table 3.1: Comparing the average AoI analysis in [11, 61, 71, 77] with this work.

single/multi-
source/destination

status update
arrival rate

at the source(s)
service rate

stationary randomized policy round-robin policy

no
retransmission

retransmission
w/o resampling

retransmission
w/ resampling

no
retransmission

retransmission
w/o resampling

retransmission
w/ resampling

[11]
single-source

single-destination Poisson Exponential — — — — — —

[61]
multi-source

single-destination
at the beginning
of each time slot

constant /
time-slotted — — ✓ — — ✓

[71]
single-source

multi-destination
at the beginning
of each frame

constant /
time-slotted ✓ — — — ✓ —

[77]
multi-source

single-destination
at will /

instantaneously
constant /
time-slotted ✓ — — — — —

This
work

multi-source
single-destination

at will /
instantaneously Exponential ✓ ✓ ✓ ✓ ✓ ✓

time-varying state with the destination. A server with service rate µ according to the expo-

nential distribution delivers packets to the destination. We assume that a packet in service

has a transmission error (is not delivered) with fixed probability 0 ≤ ǫ < 1.

S1

SN

(1−ǫ)µ

server

∆

D
ǫµ

Figure 3.1: The multi-source status update system with unreliable transmissions.

3.2 Average AoI in Multiaccess Channels with Active

Sources

We assume that the time required to sample a status update is negligible and that each

source can generate packets containing status updates “at will” as in [40, 125]. The packets

are sent to the destination through a server with service rate µ according to the exponential

distribution. Service times are assumed to be i.i.d.. We further assume that upon service
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completion, a packet is lost with probability ǫ. The destination sends instantaneous and

error-free feedback to the server after every service completion indicating whether the trans-

mission was successful or not. The following sections discuss the two scheduling policies

considered in this section: (i) the stationary randomized policy and (ii) the round-robin

policy.

3.2.1 Stationary randomized policy

We assume a fixed probability mass function P = {p1, ..., pN} with pi > 0 corresponding

to the probability that source Si is selected to transmit. We denote the indices of the

transmitted packets over time by j ∈ J = {1, 2, ...} and mj ∈ I as the source of the jth

packet. If the jth packet is successfully delivered, the next source mj+1 is simply drawn

randomly from P. If the jth packet is lost, then we consider three packet management

approaches:

A1. No Retransmission: The server ignores errors and simply draws source mj+1 from

P as if no error occurred. We refer to this case as “RND NR”.

A2. Retransmission Without Resampling: The server setsmj+1 = mj and retransmits

the original packet from Smj
. We refer to this case as “RND ARQ”.

A3. Retransmission With Resampling: The server sets mj+1 = mj and transmits a

fresh packet from Smj
. We refer to this case as “RND ASQ”.

Theorem 7 presents the average AoI for the stationary randomized schedule policies.

Theorem 7. The average AoI ∆i of the status updates of source i ∈ I for the multi-source

system with active sources and service completion with error probability ǫ under the stationary

randomized policies is equal to

∆i,RND NR =
1 + (1− ǫ)pi
µ(1− ǫ)pi

, (3.1a)

∆i,RND ARQ =
1 + pi

µ(1− ǫ)pi
, (3.1b)
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∆i,RND ASQ = ∆i,RND NR. (3.1c)

Proof sketch. We use tools from Stochastic Hybrid Systems (SHS) [68] to derive the

average age. Due to space limitations, most of the algebraic derivations are omitted here.

A Markov chain representation of the discrete state q(t) ∈ Q of the system regarding ∆i(t)

for case RND NR is shown in Fig. 3.2. Table 3.2 represents the exponential rate and the

transition map for each link ℓ with continuous state [x0, x1], where x0 represents the age of

the Si’s state at D and x1 stores the age to be used after an age reset when Si successfully

delivers a packet (link 0). For notational convenience, we denote

D0 =






1 0

0 0




 , D1 =






0 0

1 0




 , and D2 =






1 0

0 1




 . (3.2)

00 1

Figure 3.2: The Markov chain of the status update system regarding ∆i(t) for case RND NR.

Link ℓ = 0 corresponds to a successfully delivered packet for Si. Link ℓ = 1 corresponds to

an unsuccessfully delivered packet for Si as well a successful or unsuccessful packet from any

other source.

Table 3.2: Transition rates and maps for case RND NR.
ℓ qℓ → q′ℓ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 0→ 0 µ(1− ǫ)pi [x1, 0]) D1 [v01, 0]
1 0→ 0 µ(1− (1− ǫ)pi) [x0, 0]) D0 [v00, 0]

Since there is only one state in Fig. 3.2, the stationary distribution of the Markov chain

is trivial and we can write the single balance equation (Theorem 4, [68]) as

µv̄0 = b+ λ(0)v̄q0A0 + λ(1)v̄q1A1 (3.3)
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where b = [1, 1] and v̄ = [v̄00, v̄01]. Substituting the quantities from Table 3.2 and solving

for v00 yields

v̄00 =
1 + (1− ǫ)pi
µ(1− ǫ)pi

, (3.4)

which shows (3.1a).

We use a similar analysis for the RND ARQ and RND ASQ cases. Both of these cases can

be represented by the Markov chain in Fig. 3.3. The system enters state 0 after any success-

ful transmission. The system enters state 1 after an unsuccessful transmission from Si and

the system enters state 2 after an unsuccessful transmission from Sj for j 6= i. Links 0 and 4

correspond to successful transmissions by Si. Links 2 and 3 correspond to unsuccessful trans-

missions by Si. The remaining links correspond to successful and unsuccessful transmissions

from Sj for all j 6= i.

01 2
0 1

2
3

4

5
6

7

Figure 3.3: The Markov chain for cases RND ARQ and RND ASQ.

Table 3.3 shows the transition rates for case RND ARQ. The table for RND ASQ is

identical except for links 2 and 3 where, for RND ASQ, we have A2 = A3 = D0 and

xA2 = xA3 = [x0, 0]. For RND ASQ we also have vq2A2 = [v00, 0] and vq3A3 = [v10, 0].

These differences are due to the fact that, since RND ASQ always transmits a fresh sample,

links 2 and 3 reset the stored age in x1. A similar analysis as above can be applied to solve

for the steady state distribution of the Markov chain as

π̄ = [π̄0 π̄1 π̄2] =

[

1− ǫ ǫpi ǫ(1− pi)

]

. (3.5)

and then solving the balance equations for v0, v1, and v2 and then compute ∆i = v00+v10+

v20 to arrive at (3.1b) and (3.1c).
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Table 3.3: Transition rates and maps for case RND ARQ.
ℓ qℓ → q′ℓ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 0→ 0 µ(1−ǫ)pi [x1, 0] D1 [v01, 0]
1 0→ 0 µ(1−ǫ)(1−pi) [x0, 0] D0 [v00, 0]
2 0→ 1 µǫpi [x0, x1] D2 [v00, v01]
3 1→ 1 µǫ [x0, x1] D2 [v10, v11]
4 1→ 0 µ(1− ǫ) [x1, 0] D1 [v11, 0]
5 0→ 2 µǫ(1− pi) [x0, 0] D0 [v00, 0]
6 2→ 2 µǫ [x0, 0] D0 [v20, 0]
7 2→ 0 µ(1− ǫ) [x0, 0] D0 [v20, 0]

In general, for any fixed system parameters, we have ∆i,RND ARQ≥∆i,RND NR=∆i,RND ASQ.

The fact that the achieved average age is identical between cases RND NR and RND ASQ

can be understood intuitively by noting that the destination always receives a fresh sam-

ple with both RND NR and RND ASQ. Moreover, the rates of successful packets from

Si are the same in both cases, i.e., for RND ASQ, the sum of links 0 and 4 weighted by

the steady state probabilities of the Markov chain can be computed as π̄0λ
(0) + π̄1λ

(4) =

µ(1− ǫ)2pi + µǫ(1− ǫ)pi = µ(1− ǫ)pi, which is the same as link 0 in RND RR.

Optimal Randomized Stationary Policy for Minimizing Weighted Sum Average

AoI

In this section we find the optimal source selection probabilities p∗1, . . . , p
∗
N that minimize the

general weighted sum average AoI among all stationary randomized policies. Considering

Theorem 7, this problem can be formulated as

min
pi

WSAoI, s.t.
N∑

i=1

pi = 1, (3.6)

where

WSAoIRND NR=WSAoIRND ASQ,

N∑

i=1

αi[1+(1−ǫ)pi]
µN(1− ǫ)pi

, (3.7a)
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WSAoIRND ARQ ,

N∑

i=1

αi[1 + pi]

µN(1− ǫ)pi
, (3.7b)

and αi ≥ 0 denotes the fixed wight for source i. Without loss of generality we assume
∑N

i=1

√
αi = 1. Theorem 8 represents the optimal solution for the problem in (3.6).

Theorem 8. For the RND policies, the optimal pi is

p∗i,RND NR = p∗i,RND ARQ = p∗i,RND ASQ =
√
αi. (3.8)

Proof: Considering (3.7a)-(3.7b), the Hessian matrix of WSAoI can be written as

H(WSAoI) = diag

(
2α1

µN(1−ǫ)p31
, ...,

2αN

µN(1−ǫ)p3N

)

. (3.9)

Since αi > 0 we have |H(WSAoI)| > 0, which means that WSAoI is a convex function of

p1, . . . , pN and there exist a set of optimal pi values that minimize WSAoI. From (3.7a) we

define the following Lagrangian multiplier function

L(pi, λ) =
1

N

N∑

i=1

αi[1 + pi(1− ǫ)]

µpi(1− ǫ)
+ λ(

N∑

i=1

pi − 1). (3.10)

Taking the partial derivative of (3.10), we get

∂L(pi, λ)
∂pi

= − αi

Nµ(1− ǫ)p2i
+ λ, (3.11a)

∂L(pi, λ)
∂λ

=

N∑

i=1

pi − 1. (3.11b)

Setting (3.11a) and (3.11b) to zero, we get

p∗i,RND NR = p∗i,RND ASQ =
√
αi, λ =

1

Nµ(1− ǫ)
. (3.12)
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Repeating steps (3.10)-(3.11b) for (3.7b) gives p∗i,RND ARQ.

3.2.2 Round-robin Policy

For the round-robin scheduling policy, transmitting nodes are selected deterministically in

order. If the jth packet is successfully delivered, the next source is mj+1 = {mj mod N}+1.

If the jth packet is lost, then we consider same three packet management approaches as

in the stationary randomized case. These packet management approaches are denoted as

‘RR NR” (no retransmission, errors are ignored), “RR ARQ” (the original packet from Smj

is retransmitted until successfully delivered), and “RR ASQ” (a fresh packet from Smj
is

transmitted until successfully delivered), respectively.

Theorem 9 presents the average AoI for the round-robin schedule policies.

Theorem 9. The average AoI ∆i of the status updates of source i ∈ I for the multi-source

system with active sources and service completion with error probability ǫ under the round-

robin policies is equal to

∆i,RR NR =
N + 3 + (N − 3)ǫ

2µ(1− ǫ)
, (3.13a)

∆i,RR ARQ =
N + 3

2µ(1− ǫ)
, (3.13b)

∆i,RR ASQ =
N + 3− 2ǫ

2µ(1− ǫ)
. (3.13c)

Proof sketch. A Markov chain and transition rates for case RR NR regarding ∆1(t)

are shown in Fig. 3.4 and Table 3.4, respectively. State m corresponds to Sm selected to

transmit. Links 0 and 1 correspond to successful and unsuccessful transmissions from S1,

respectively. The remaining links are for transmissions from Sj for all j 6= 1 and do not

distinguish between successful or unsuccessful transmissions.
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Figure 3.4: The Markov chain for case RR NR.

Table 3.4: Transition rates and maps for case RR NR.
ℓ qℓ → q′ℓ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 1→ 2 µ(1− ǫ) [x1, 0] D1 [v11, 0]
1 1→ 2 µǫ [x0, 0] D0 [v10, 0]
i i→ i+ 1 µ [x0, 0] D0 [vi0, 0]
N N → 1 µ [x0, 0] D0 [vN0, 0]

Both RR ARQ and RR ASQ can be represented by the Markov chain in Fig. 3.5. Here,

the even numbered links correspond to unsuccessful transmissions and the odd numbered

links correspond to successful transmissions. The transition rates for case RR ARQ are

shown in Table 3.5. Similar to the previous discussion, the only difference between RR ARQ

and RR ASQ is that the stored age x1 is reset in link 0 for RR ASQ. Hence, the transition

rate table for case RR ASQ is the same as Table 3.5 except for link 0 where, for RND ASQ,

we have A0 = D0, xA0 = [x0, 0], and vq0A0 = [v10, 0]. A similar analysis as above can be

applied to solve for v1, . . . ,vN and then compute ∆i=
∑N

i=1 vi0 to get (3.13a)-(3.13c).

1 2 N

0

1

2 2N − 2

2N − 1

Figure 3.5: The Markov chain for cases RR ARQ and RR ASQ.
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Table 3.5: Transition rates and maps for case RR ARQ, i ∈ {2, ..., N − 1}.
ℓ qℓ → q′ℓ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 0→ 0 µǫ [x0, x1] D2 [v10, v11]
1 0→ 1 µ(1− ǫ) [x1, 0] D1 [v11, 0]

2i− 2 i→ i µǫ [x0, 0] D0 [vi0, 0]
2i− 1 i→ i+ 1 µ(1− ǫ) [x0, 0] D0 [vi0, 0]
2N − 2 N → N µǫ [x0, 0] D0 [vN0, 0]
2N − 1 N → 1 µ(1− ǫ) [x0, 0] D0 [vN0, 0]

3.2.3 Discussion

To compare the RND and the RR policies, we can assume p1 = . . . = pN = 1
N
. From

(3.1a)-(3.1c) and (3.13a)-(3.13c) we have

∆i,RND NR −∆i,RR NR =
N − 1

2µ
≥ 0, (3.14a)

∆i,RND ARQ −∆i,RR ARQ =
N − 1

2µ(1− ǫ)
≥ 0, (3.14b)

∆i,RND ASQ −∆i,RR ASQ =
N − 1

2µ(1− ǫ)
≥ 0. (3.14c)

The average age gap between RND and RR policies can be intuitively understood by con-

sidering the case when ǫ = 0. In this case, the round-robin policy ensures each source is

regularly sampled whereas a randomized stationary policy, even when sampled in the same

overall proportion as the round-robin schedule, samples each source irregularly. This irregu-

lar sampling causes an increase in the average age with respect to the round-robin schedule.

3.3 Average AoI in Multiaccess Channels with Self-

Preemptive Sources

Source Si generates packets containing status updates at successive times based on a Poisson

point process with rate λi independently of the other sources and the service times of the

server. Packets containing status updates from source Si immediately enter service if (i) the
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server is idle or (ii) a packet from source Si is currently in service. In the latter case, the

packet currently in service is dropped and the new packet enters service. If a packet from

source Si is in service and a new packet from source Sj with j 6= i arrives at the server, the

new packet from source Sj is discarded.

For notational convenience, we define the normalized rates

ρi =
λi

µ
, (3.15a)

ρ =

N∑

i=1

ρi, and (3.15b)

ρ−i = ρ− ρi (3.15c)

for i ∈ {1, 2, . . . , N}, where ρi represents the offered load of source Si and ρ represents the

total offered load [2].

Theorem 10 provides an expression for the average age of information from source Si in

the status update system described in Section 3.3.

Theorem 10. The average age of information ∆i of the status updates of source i ∈

{1, 2, . . . , N} for the multi-source system with self preemption in service and service comple-

tion with error is equal to

∆i =
ρ3i + ρ2i (2ρ−i + 3) + ρi[ρ

2
−i + ρ−i(5− ǫ) + 3] + (ρ−i + 1)2

µ(1− ǫ)ρi(ρi + 1)(ρ+ 1)
. (3.16)

The result in Theorem 10 is obtained by following similar steps in the proof of Theorem 7.

A Markov chain representation of state q(t) ∈ Q of the system from the perspective of source

S1 is shown in Figure 3.6. The states are indexed by q ∈ Q = {0, 1, . . . , N}, where state 0

indicates the server is idle and state q ≥ 1 indicates a packet from source q is in service.

In Figure 3.6, link 0 corresponds to a packet arriving from source S1 when the server is

idle. Link 1 corresponds to a packet arriving from source S1 when the server is currently

serving a packet from source S1 (self preemption in service). Link 2 corresponds to a suc-
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cessfully delivered packet and link 3 corresponds to a transmission error. Note that these

links are also present for sources {S2, . . . ,SN}, but successful and unsuccessful deliveries are

lumped into single links to simplify the analysis of the AoI of source S1. Also note that our

self-preemption assumption prevents us from lumping {S2, . . . ,SN} as a single “effective”

source as in [68].

01

2 3

N
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1

2

3

4

5

6
7
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9

3N−2

3N−1

3N

Figure 3.6: The Markov chain representation of the multi-source status update system in

Section 3.3 from the perspective of source S1. States are indexed by q ∈ Q = {0, . . . , N}.

Packet arrivals and service completions are represented by solid and dashed arrows, respec-

tively.

Table 3.6 represents the exponential rates at which state q(t−) transitions to q′(t) = q(t+)

in the Markov chain in Figure 3.6 and the transition map φ(q(t−),x(t−)) = (q′(t),x′(t)) =

(q(t+),x(t+)) for each link ℓ.

Table 3.6: Transition rates for the Markov chain, i = {2, . . . , N}.
link ℓ q → q′ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 0→ 1 λ1 [x0, 0] D0 [v00, 0]
1 1→ 1 λ1 [x0, 0] D0 [v10, 0]
2 1→ 0 (1− ǫ)µ [x1, 0] D1 [v11, 0]
3 1→ 0 ǫµ [x0, 0] D0 [v10, 0]

3(i− 1) + 1 0→ i λi [x0, 0] D0 [v00, 0]
3(i− 1) + 2 i→ i λi [x0, 0] D0 [vi0, 0]

3i i→ 0 µ [x0, 0] D0 [vi0, 0]

In the absence of packet delivery errors (ǫ = 0), the following Corollary compares self
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preemption and global preemption in service (LCFS-S in [68]).

Corollary 4. In the absence of packet delivery errors, i.e., ǫ = 0, global preemption in

service has a lower average AoI than self preemption in service for all sources.

Proof: From Theorem 2(a) of [68], we have

∆i,glob =
1

µ
(1 + ρ)

1

ρi
. (3.17)

Subtracting this from (3.16) results in

∆i,self −∆i,glob =
ρ−i

µ(ρi + 1)(ρ+ 1)
≥ 0, (3.18)

since all of the system parameters are non-negative.

Finally, considering the average AoI in (3.16), for ǫ = 0 and ρi → ρ, we have

lim
ρi→ρ

∆i =
1

µρ
(1 + ρ) =

1

λ
+

1

µ
(3.19)

which is identical to the average AoI of a single-source M/M/1 system with LCFS discipline

and preemption in service [54].

3.4 Numerical Results

This section presents numerical examples to illustrate the achieved average AoI under various

system parameters.

3.4.1 Comparing the Average AoI of Active Sources

Figure 3.7 represents the average age pairs (∆1,∆2) for N = 2 sources, error probability

ǫ={0.15, 0.6} and normalized service rate µ=1. The results show that ∆1+∆2 is minimized

under the round-robin policy with retransmissions of fresh samples.
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Figure 3.7: Average age pairs (∆1,∆2) for N=2, ǫ={0.15, 0.6} and µ=1.

Figure 3.8 represents WSAoI versus p1 for α1=0.49, α2=0.09, N=2, ǫ=0.6 and µ=1.

For α1=0.49, α2=0.09, the information from source S1 has a higher weight and intuitively

over the long term more packets from S1 should be delivered to the destination to minimize

WSAoI. The simulation results show that the minimum WSAoI is reached when p∗1,RND NR=

p∗1,RND ARQ=p
∗
1,RND ASQ=0.7, which agrees with Theorem 8. For the two extreme cases where

p1→0 (p2→1) and p1→1 (p2→0) we have ∆1→∞ (∆2 becomes finite) and ∆1 becomes finite

(∆2→∞), respectively, giving WSAoI→∞.
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Figure 3.8: Weighted sum average age versus p1 for N = 2, ǫ = 0.6 and µ = 1.

3.4.2 Comparing the Average AoI of Self-Preempting Sources

We first consider a status update system with N = 2 sources with a fixed total packet arrival

rate ρ = 1 and no packet delivery errors (ǫ = 0). Figure 3.9 shows the average AoI pairs

(∆1,∆2) of systems with self preemption in service, global preemption in service, and global

preemption in waiting. As expected from Corollary 4, global preemption in service uniformly

outperforms self preemption in service. The results also show that when ρ1 → 1, the average

AoI of S1 for the case with self preemption in service converges to the result in (3.19) and

approaches the average AoI of a single-source M/M/1 system with LCFS discipline and

preemption in service.
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Figure 3.9: Comparison of the achievable age pairs of the proposed scenario with self pre-

emption in service with the global preemption in service and global preemption in waiting

cases for µ = 1, ρ = 1, and ǫ = 0.

Figure 3.10 considers the same setting except with non-zero packet delivery error prob-

abilities. The results show that the average AoI pairs strictly increase with ǫ. Intuitively,

the average number of packets successfully delivered to the destination over any interval

decreases as ǫ increases.
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Figure 3.10: Achievable age pairs of the proposed scenario with self preemption in service

for µ = 1, ρ = 1, and ǫ ∈ {0, 0.05, 0.1, 0.15, 0.2}.

We next consider a system with symmetric loading, i.e., ρi =
ρ

N
for all i ∈ {1, . . . , N},

and no packet delivery errors. Figure 3.11 plots the average AoI versus the total packet

arrival rate ρ for N ∈ {2, 10}. The results show that average AoI is decreasing in ρ for all

three preemption schemes and that global preemption in service uniformly outperforms self

preemption in service. For small values of ρ, global preemption in waiting can outperform

either preemption in service discipline.
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Figure 3.11: Comparison of the achievable average AoI vs ρ where ρ1 = ρ2 = . . . = ρN = ρ

N

for µ = 1, ǫ = 0, and N ∈ {2, 10}.

Finally, we consider a system with asymmetric loading, i.e., ρ1 = ρ

2
and ρi =

ρ

2(N−1)
for

i ∈ {2, . . . , N}, and no packet delivery errors. Figure 3.12 represents the achieved average

AoI for the three cases versus different total packet arrival rate ρ for N = 10. The results

show that the average AoI for source S1 is identical to the symmetric setting with N = 2

since source S1 represents half of the load to the server. The average AoI for the remaining

sources is worse than the symmetric setting with N = 10 due to each source i ∈ {2, . . . , 10}

receiving smaller fraction of the total load than in the symmetric case.
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2
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for µ = 1, ǫ = 0, and N = 10.

3.5 Conclusion

This chapter studied the AoI problem in a multi-source status update system with transmis-

sion errors. Assuming exponential service times, two cases of (i) active sources where they

can generate information packets at any point in time and (ii) random packet generation at

the sources based on the Poisson process were studied. For the case of active sources, under

two scheduling policies, stationary randomized and round-robin, we derived simple closed-

form expressions for the average AoI under three different packet management approaches

whenever errors occur: no retransmission, retransmission without resampling, and retrans-
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mission with resampling. The round-robin policy with retransmission of fresh samples was

shown to have the lowest average AoI among the considered cases. It is shown that with

equiprobable source selection, the gap between the average AoI of the stationary randomized

and round-robin policies under the same packet management approach scales with O(N).

For a general problem where the sources have different priorities, the source selection proba-

bilities were optimized to minimize the weighted sum average AoI for stationary randomized

policies. For the Poisson packet arrivals, average AoI expressions were derived assuming

that the server allows preemption of the packets in service only by newly-arriving packets

from the same source. We showed, somewhat surprisingly, that global preemption in service

results in better average AoI than self preemption in service for all sources.
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Chapter 4

Age of Information in Energy

Harvesting Networks

While there has been considerable work on studying AoI in status update systems without

energy constraints, only a handful of recent papers [8, 9, 23–25, 101] have considered AoI

in status update systems with energy constraints. This prior work has mainly focused on

optimizing the schedule of status updates from the source to minimize the AoI in different

scenarios subject to energy constraints. Specifically, [8,9,23,24,101] all assume the source can

generate status updates at any time. The goal is to optimize the timing of the status updates

from the source to minimize the average age in various settings with energy constraints. Much

of this work has focused on the infinite battery regime [8,9,25,101]. Recent work focusing on

the finite-battery setting [23,24] assumes always-available source updates and instantaneous

service.

In this chapter we study the average AoI for status update systems under energy con-

straints, taking a somewhat different approach than the previous work in this area. First, we

assume that status updates from the source are not always available, but instead arrive at

the server at random times. Similarly, energy arrivals and service times are also assumed to

be random. Since we do not control the timing of the status updates, we consider a simple,

fixed, real-time update policy where new source updates enter service if the server is idle
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and has sufficient energy to service the packet. Second, we use tools from stochastic hybrid

systems (SHS) [129] to analyze the average age as a function of the arrival/service rates and

the battery capacity for four different types of servers [130, 131].

Case A: servers unable to harvest energy while packets are in service, and that block the

packets arriving when the server is busy.

Case B: servers able to harvest energy while packets are in service, and that block the

packets arriving when the server is busy.

Case C: servers unable to harvest energy while packets are in service, and that accept

the packets arriving when the server is busy.

Case D: servers able to harvest energy while packets are in service, and that accept the

packets arriving when the server is busy.

Third, our analysis considers both finite and infinite battery regimes without the sim-

plifying assumptions of always-available source updates or instantaneous service. The main

contribution is the derivation of closed-form expressions for average age in these settings.

Our analysis reveals the effect of each system parameter on the average age: (i) status up-

date arrival rate at the source λ, (ii) energy arrival rate at the server η, (iii) service rate µ,

and (iv) server battery capacity B. Simulation results confirm the analysis and numerically

demonstrate the performance advantage of servers able to harvest energy while servicing

information packets from the source.

Table 4.1 represents a summary of the four possible cases for servers either unable or

able to harvest energy while a packet is in service, and also whether preemption of packets

in service is allowed or not.

Table 4.1: Different cases with respect to energy harvesting and preemption of the packet in
service.

w/o EH during service w/ EH during service
w/o preemption case A case B

w/ preemption case C case D
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4.1 System Model

We consider a system with one source node S and one destination node D as represented in

Fig. 4.1. In the absence of the energy constraints at the server in cases A and B, this system

model is identical to the M/M/1/1 case in [12]. In the absence of the energy constraints at

the server in cases C and D, this system model is identical to single-source M/M/1 system

with last-come-first-served discipline and preemption in service in [68]. The source intends

to share information about its time-varying state with the destination and generates packets

containing status updates at successive times based on a Poisson (point) process with rate

λ. The source is assumed to send its packets to the destination through a server with service

rate µ. The server is assumed to use energy from a finite capacity battery to service packets

from the source. As in [8, 23, 24], we assume that energy units are discrete and normalized

so that energy arrivals always correspond to one unit of energy and the service of a packet

consumes one unit of energy upon completion of service. The battery is replenished through

a random energy harvesting process such that energy units arrive at the server according to

a Poisson (point) process with rate η. The server’s battery capacity is denoted as B units

of energy. The random processes associated with the arrivals of energy units, status update

packets, and service times are all assumed to be independent.

S

B

{

µ

server

∆

D

η

λ

Figure 4.1: The single-source status update system with an energy harvesting server with a

battery capacity of B. Status updates arrive at the source with rate λ, energy units arrive

at the server with rate η, and packets in service depart the server (complete service) with

rate µ.
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4.1.1 Energy Harvesting and Preemption Settings

In terms of the server’s ability to harvest energy, and also blocking or accepting the arriving

packets while a packet is in service, we consider the following four different settings. Observe

that in none of the following cases a packet is held in a queue to enter service at a later point.

Case A: Block energy units and information packets while a packet is in service

For this case, packets containing status updates from the source immediately enter service

only if (i) the server is idle and (ii) the server’s battery is not empty. If either of these

conditions are not satisfied when a packet is generated, the packet is ignored by the server

and discarded. Energy unit arrivals at the server are stored in the battery only if the battery

is not full at the time of arrival and the server is idle. Also, whenever a packet in service is

dropped or it completes service, the battery level decreases by one unit.

Case B: Accept energy units and block information packets while a packet is in

service

This case is similar to case A, except that energy units that arrive while a packet is in service

are stored as long as the battery is not full.

Case C: Block energy units and accept information packets while a packet is in

service

This case is similar to case A, except that an arriving information packet while the server is

busy and there are at least two energy units in the battery, the packet in service is dropped

and the new packet immediately enters service.
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Case D: Accept energy units and accept information packets while a packet is

in service

This case is similar to case C, except that energy units that arrive while a packet is in service

are stored as long as the battery is not full.

For notational convenience, we define the normalized rates

ρ ,
λ

µ
, (4.1a)

β ,
η

µ
, (4.1b)

where ρ represents the server utilization [2] and β represents the energy utilization, i.e., the

rate at which the energy units arrive at the server normalized by the service rate.
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Figure 4.2: An example evolution of the age ∆(t) and the battery state b(t). Arrival times

of the packets that get delivered to the destination are marked by N and departure times of

these packets are marked by H. We assume at time t = 0 the battery of capacity B = 3 has

b(0) = 2 units of energy stored in it and arrival times of the energy units are marked by ⋆.
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4.2 Average Age of Information Analysis

In this section we consider a single-source status update system with energy constraints for

the server. We study the four cases A through D that were introduced in section 4.1.1. To

simplify the notation, in the following, we refer to the average age expressions of cases X by

∆X for X ∈ {A,B,C,D}. To compute the average age, we use the SHS approach that was

first used in [68] to evaluate the average age in the context of AoI. The SHS method defines

a discrete state q(t) ∈ Q determining the state of the system with respect to the packets in

service and the energy units in the battery. Associated with the SHS method is a continuous

state x(t) that keeps track of the age over time. When a transition q → q′ between two

states occurs, the continuous state can have discontinuous jumps x(t−) → x′(t) = x(t+).

For more details on the SHS method the reader is referred to [129].

4.2.1 Case A: Server Unable to Harvest Energy While Packet in

Service, Preemption of a Packet in Service not Allowed

A Markov chain representation of state q(t) ∈ Q of the system is shown in Fig. 4.3. The

states are indexed by q ∈ Q = {0, 1, 2, . . . , 2B}. Each state is also associated with an (i, j)

tuple where i ∈ {0, . . . , B} represents the number of energy units in the server’s battery

and j ∈ {0, 1} represents the number of packets in service. As seen in Fig. 4.3, when there

is a packet in service, i.e., the system is in a positive even indexed state, no energy units

are collected. Theorem 11 provides an expression for the average age of the status update

system when the server is unable to harvest energy while a packet is in service.
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Figure 4.3: The Markov chain representation of the single-source status update system

with an energy harvesting server and battery capacity of B > 1 units of energy, where the

server is unable to harvest energy during service. A dashed line, a dotted line, and a solid

line represent the arrival of an energy unit, the arrival of a packet from the source, and

departure of the packet in service, respectively. In the (i, j) notation, i and j denote the

number of energy units and status updates in the system, respectively. States are indexed

by q ∈ Q = {0, 1, . . . , 2B}.

Theorem 11. The average age of the status update system where the server is unable to

harvest energy while a packet is in service is

∆A =







2Bρ2 + (2B + 2)ρ+B + 2

µ[Bρ2 + (B + 1)ρ]
β = ρ

(2ρ2 + 2ρ+ 1)βB+2 − (2β2 + 2β + 1)ρB+2

µ[(ρ2 + ρ)βB+2 − (β2 + β)ρB+2]
β 6= ρ

. (4.2)

Table 4.2 represents the exponential rates at which state q(t−) transitions to q′(t) = q(t+)

in the Markov chain in Fig. 4.3 and the transition map φ(q(t−),x(t−)) = (q′(t),x′(t)) =

(q(t+),x(t+)) for each link ℓ. The result in Theorem 11 is obtained by following similar steps

in the proof of Theorem 7.

Note that (4.2) is symmetric with respect to the β = ρ line. In other words, for any µ and

B, average age is invariant to exchanging β and ρ. This is somewhat surprising since packets

and energy are handled differently by the server. Specifically, up to B units of energy can
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Table 4.2: Transition rates for the Markov chain in Fig. 4.3, 2 ≤ k ≤ B.
ℓ qℓ → q′ℓ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 0→ 1 η [x0, 0] D0 [v00, 0]
1 1→ 2 λ [x0, 0] D0 [v10, 0]
2 2→ 0 µ [x1, 0] D1 [v21, 0]

3k − 3 2k − 3→ 2k − 1 η [x0, 0] D0 [v3k−3,0, 0]
3k − 2 2k − 1→ 2k λ [x0, 0] D0 [v3k−2,0, 0]
3k − 1 2k → 2k − 3 µ [x1, 0] D1 [v3k−1,1, 0]

be stored by the server, whereas only one packet can be in service at any time.

The remainder of this section considers asymptotic results. First, fixing η, µ, and B,

when the status update arrival rate becomes large, i.e., λ→∞ or, equivalently, ρ→∞, we

can write

lim
ρ→∞

∆A =
2β2 + 2β + 1

µ(β2 + β)
. (4.3)

Second, for fixed λ, µ, and B, when the energy arrival rate becomes large, i.e., η → ∞

or, equivalently, β →∞, we can write

lim
β→∞

∆A =
2ρ2 + 2ρ+ 1

µ(ρ2 + ρ)
, (4.4)

which is identical to the average age expression for the M/M/1/1 case in [12].

Third, for fixed λ, η, and B, when the service rate becomes large, we can write

lim
µ→∞

∆A =







B + 2

(B + 1)λ
β = ρ

ηB+2 − λB+2

ληB+2 − ηλB+2
β 6= ρ

. (4.5)

Finally, for fixed λ, η, and µ, when the battery becomes large, we can write

lim
B→∞

∆A =







2β2 + 2β + 1

µ(β2 + β)
β < ρ

2ρ2 + 2ρ+ 1

µ(ρ2 + ρ)
β ≥ ρ

. (4.6)
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Also, when β → 0, ρ → 0, or µ → 0, we have limβ→0∆A = ∞, limρ→0∆A = ∞, and

limµ→0 ∆A =∞, respectively.

4.2.2 Case B: Server Able to Harvest Energy While Packet in

Service, Preemption of a Packet in Service not Allowed

A Markov chain representation of state q(t) ∈ Q is shown in Fig. 4.4. Table 4.3 represents

the exponential rates between the states in the Markov chain in Fig. 4.4 and the transition

maps for each link ℓ. The difference between this model and the model for case A is that

here, while a packet is in service and the battery is not full, an arriving energy unit is

harvested. The additional links in Fig. 4.4 cause the SHS analysis to become intractable for

general B, however. In this section, we use the SHS method to derive closed-form average

age expressions for B ∈ {1, 2} and also derive asymptotic results for all B. The SHS method

is also used to efficiently compute numerical results in Section 4.3.
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Figure 4.4: The Markov chain representation of the single-source status update system with

an energy harvesting server and battery capacity of B > 1 units of energy, where the server

can harvest energy during service. A dashed line, a dotted line, and a solid line represent the

arrival of an energy unit, the arrival of a packet from the source, and departure of the packet

in service, respectively. In the (i, j) notation, i and j denote the number of energy units and

status updates in the system, respectively. States are indexed by q ∈ Q = {0, 1, . . . , 2B}.

For B = 1, since the Markov chains are identical, the average age is the same for servers
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Table 4.3: Transition rates for the Markov chain in Fig. 4.4, 2 ≤ k ≤ B − 1.
ℓ qℓ → q′ℓ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 0→ 1 η [x0, 0] D0 [v00, 0]
1 1→ 2 λ [x0, 0] D0 [v10, 0]
2 1→ 3 η [x0, 0] D0 [v10, 0]
3 2→ 0 µ [x1, 0] D1 [v21, 0]
4 2→ 4 η [x0, x1] D2 [v20, v21]

4k − 3 2k − 1→ 2k λ [x0, 0] D0 [v2k−1,0, 0]
4k − 2 2k − 1→ 2k + 1 η [x0, 0] D0 [v2k−1,0, 0]
4k − 1 2k → 2k − 3 µ [x1, 0] D1 [v2k,1, 0]
4k 2k → 2k + 2 η [x0, x1] D2 [v2k,0, v2k,1]

4B − 3 2B − 1→ 2B λ [x0, 0] D0 [v2B−1,0, 0]
4B − 2 2B → 2B − 3 µ [x1, 0] D1 [v2B,1, 0]

able and unable to harvest energy while a packet is in service. For B = 2 the average age

can be written as ∆B = X/Y where

X , ρ3(2β4 + 4β3 + 3β2 + 3β + 1) + ρ2(2β5 + 6β4 + 6β3 + 3β2 + β)

+ ρ(2β3 + β2)(β + 1)2 + β3(β + 1)2,

Y , µ(β + 1)[ρ3β(β2 + β + 1) + ρ2β2(β + 1)2 + ρ(β4 + β3)].

Note that the symmetry observed in (4.2) is no longer present here. For general B, the

average age can be written as

∆B =
ρB+1f0(β) + ρBf1(β) + . . .+ ρfB(β) + fB+1(β)

µ[ρB+1g0(β) + ρBg1(β) + . . .+ ρgB(β)]
, (4.7)

where fi(β) and gj(β) are polynomial functions of β with degree of at most 2B + 1 for

i ∈ {0, 1, . . . , B + 1} and j ∈ {0, 1, . . . , B}.

The form of (4.7) allows us to derive an asymptotic result for the case when the status

update arrival rate is large. For fixed η, µ, and B, when λ → ∞ or, equivalently, ρ → ∞,
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from (4.7) it can be shown that

lim
ρ→∞

∆B =







2β2 + 2β + 1

µ(β2 + β)
B = 1

f0(β)

µg0(β)
B ≥ 2

, (4.8)

where

f0(β) = 2(β + 1)

B+1∑

k=0

βk − (β2 + β + 1),

g0(β) = (β + 1)

B+1∑

k=1

βk.

For fixed λ, µ, and B, when the energy arrival rate becomes large, i.e., η → ∞ or,

equivalently, β → ∞, the average age of this model is identical to the case when the server

is unable to harvest energy while a packet is in service. Intuitively, this follows from the fact

that the battery is always either full or one unit less than full when β → ∞. In the steady

state, the system is always traversing the states at the rightmost end of the Markov chains,

i.e., states 2B−3, 2B−1, and 2B, and there is no advantage in being able to harvest energy

during service. Similarly, for fixed λ, η, and B, when the service rate becomes large, the

average age of this model is identical to the case when the server is unable to harvest energy

while a packet is in service. Intuitively, when µ → ∞, as soon as a packet is presented to

the server, it is instantaneously delivered. Hence, the probability of an energy unit arriving

during service becomes small and the Markov chains of the two cases become identical,

resulting in the same asymptotic average age.
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4.2.3 Case C: Server Unable to Harvest Energy While Packet in

Service, Preemption of a Packet in Service Allowed

A Markov chain representation of state q(t) ∈ Q of the system is shown in Fig. 4.5. The

states are indexed by q ∈ Q = {0, 1, 2, . . . , 2B}. Each state is also associated with an (i, j)

tuple where i ∈ {0, . . . , B} represents the number of energy units in the server’s battery and

j ∈ {0, 1} represents the number of packets in service. Table 4.4 represents the exponential

rates between the states in the Markov chain in Fig. 4.5 and the transition maps for each

link ℓ. While the SHS analysis becomes intractable for general B, we use the SHS method

to derive closed-form average age expressions for B ∈ {1, 2} and we also derive asymptotic

results for all B. The SHS method is also used to efficiently compute numerical results in

Section 4.3.
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Figure 4.5: The Markov chain representation of the single-source status update system with

an energy harvesting server and battery capacity of B ≥ 1 units of energy, where the server

cannot harvest energy during service and preemption of packets in service is allowed. A

dashed line, a dotted line and a solid line represent the arrival of an energy unit, the arrival

of a packet from the source, and departure of the packet in service, respectively. In the

(i, j) notation, i and j denote the number of energy units and status updates in the system,

respectively. States are indexed by q ∈ Q = {0, 1, . . . , 2B}.

For B = 1, since the Markov chain is identical to the Markov chains of cases A and B,

the average age is the same as Theorem 11. For B = 2 the average age can be written as
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Table 4.4: Transition rates for the Markov chain in Fig. 4.5, 2 ≤ k ≤ B.
ℓ qℓ → q′ℓ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 0→ 1 η [x0, 0] D0 [v00, 0]
1 1→ 2 λ [x0, 0] D0 [v10, 0]
2 2→ 0 µ [x1, 0] D1 [v21, 0]

3k − 3 2k − 3→ 2k − 1 η [x0, 0] D0 [v2k−3,0, 0]
3k − 2 2k − 1→ 2k λ [x0, 0] D0 [v2k−1,0, 0]
3k − 1 2k → 2k − 3 µ [x1, 0] D1 [v2k,1, 0]
3k 2k → 2k − 2 λ [x0, 0] D0 [v2k,0, 0]

∆C = X/Y where

X , β3(2ρ3 + 3ρ2 + 3ρ+ 1) + β2(2ρ4 + 6ρ3 + 4ρ2 + ρ)

+ β(2ρ4 + 4ρ3 + ρ2) + ρ4 + ρ3,

Y , µ[β3(ρ3 + 2ρ2 + ρ) + β2(ρ4 + 3ρ3 + ρ2) + β(ρ4 + ρ3)].

For general B, the average age can be written as

∆C =
βB+1f0(ρ) + βBf1(ρ) + . . .+ βfB(ρ) + fB+1(ρ)

µ[βB+1g0(ρ) + βBg1(ρ) + . . .+ βgB(ρ)]
, (4.9)

where fi(ρ) and gj(ρ) are polynomial functions of ρ with degree of at most 2B for i ∈

{0, 1, . . . , B + 1} and j ∈ {0, 1, . . . , B}.

The form of (4.9) allows us to derive an asymptotic result for the case when the energy

arrival rate is large. For fixed λ, µ, and B, when η →∞ or, equivalently, β →∞, from (4.9)

it can be shown that

lim
β→∞

∆C =







2ρ2 + 2ρ+ 1

µ(ρ2 + ρ)
B = 1

f0(ρ)

µg0(ρ)
B ≥ 2

, (4.10)

where

f0(ρ) = (ρ+ 1)B+1 + ρB+1, g0(ρ) = ρ(ρ+ 1)B.
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For fixed η, µ, and B, when the status update arrival rate becomes large, i.e., λ → ∞

or, equivalently, ρ →∞, the average age of this case is identical to case A. Intuitively, this

follows from the fact that the battery is always either empty or has one energy unit when

ρ→∞. In the steady state, the system is always traversing the states at the leftmost end of

the Markov chain, i.e., states 0, 1, and 2, and there is no advantage in being able to preempt

the packet in service. Similarly, for fixed λ, η, and B, when the service rate becomes large,

the average age of this case is identical to cases A and B where preemption of packets in

service is not allowed. Intuitively, when µ → ∞, as soon as a packet is presented to the

server, it is instantaneously delivered. Hence, the probability of a status update arriving

during service becomes small and the Markov chain becomes identical to the Markov chains

of cases A and B.

4.2.4 Case D: Server Able to Harvest Energy While Packet in

Service, Preemption of a Packet in Service Allowed

A Markov chain representation of state q(t) ∈ Q of the system is shown in Fig. 4.6. The

states are indexed by q ∈ Q = {0, 1, 2, . . . , 2B}. Theorem 12 provides an expression for the

average age of this status update system.
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Figure 4.6: The Markov chain representation of the single-source status update system with

an energy harvesting server and battery capacity of B ≥ 1 units of energy, where the server

can harvest energy during service and preemption of packets in service is allowed. A dashed

line, a dotted line, and a solid line represent the arrival of an energy unit, the arrival of a

packet from the source, and departure of the packet in service, respectively. In the (i, j)

notation, i and j denote the number of energy units and status updates in the system,

respectively. States are indexed by q ∈ Q = {0, 1, . . . , 2B}.

Theorem 12. For B ≥ 2 the average age of the status update system where the server is

able to harvest energy while a packet is in service with preemption in service allowed is

∆D =







Bρ2 + (2B + 2)ρ+B + 2

µ[Bρ2 + (B + 1)ρ]
β = ρ

(ρ+ 1)2βB+2 − (β + 1)2ρB+2

µ[(ρ2 + ρ)βB+2 − (β2 + β)ρB+2]
β 6= ρ

. (4.11)

Table 4.5 represents the exponential rates at which state q(t−) transitions to q′(t) = q(t+)

in the Markov chain in Fig. 4.6 and the transition map φ(q(t−),x(t−)) = (q′(t),x′(t)) =

(q(t+),x(t+)) for each link ℓ. The result in Theorem 12 is obtained by following similar steps

in the proof of Theorem 7.

Similar to (4.2) note that (4.11) is symmetric with respect to the β = ρ line. In other

words, for any µ and B, average age is invariant to exchanging β and ρ. This is somewhat

surprising since packets and energy are handled differently by the server. Specifically, up to
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Table 4.5: Transition rates for the Markov chain in Fig. 4.6, 2 ≤ k ≤ B − 1.
ℓ qℓ → q′ℓ λ(ℓ) xAℓ Aℓ vqℓAℓ

0 0→ 1 η [x0, 0] D0 [v00, 0]
1 1→ 2 λ [x0, 0] D0 [v10, 0]
2 1→ 3 η [x0, 0] D0 [v10, 0]
3 2→ 0 µ [x1, 0] D1 [v21, 0]
4 2→ 4 η [x0, x1] D2 [v20, v21]

5k − 5 2k − 1→ 2k λ [x0, 0] D0 [v2k−1,0, 0]
5k − 4 2k − 1→ 2k + 1 η [x0, 0] D0 [v2k−1,0, 0]
5k − 3 2k → 2k − 3 µ [x1, 0] D1 [v2k,1, 0]
5k − 2 2k → 2k − 2 λ [x0, 0] D0 [v2k,0, 0]
5k − 1 2k → 2k + 2 η [x0, x1] D2 [v2k,0, v2k,1]
5B − 5 2B − 1→ 2B λ [x0, 0] D0 [v2B−1,0, 0]
5B − 4 2B → 2B − 3 µ [x1, 0] D1 [v2B,1, 0]
5B − 3 2B → 2B − 2 λ [x0, 0] D0 [v2B,0, 0]

B units of energy can be stored by the server, whereas only one packet can be in service at

any time. Comparing the average age expressions for cases A and D, we can write

∆A −∆D =







0 B = 1

ρ2β2

B−1∑

k=0

βkρB−k−1

µρβ

[

(ρ+ 1)

B∑

k=1

βkρB−k + ρB

] B ≥ 2
,

which shows ∆A−∆D ≥ 0 regardless of the system parameters ρ, β, µ, and B. The remainder

of this section considers asymptotic results. First, fixing η, µ, and B, when the status update

arrival rate becomes large, i.e., λ→∞ (or ρ→∞), we can write

lim
ρ→∞

∆D =
1

µ

(

1 +
1

β

)

. (4.12)

Second, for fixed λ, µ, and B, when the energy arrival rate becomes large, i.e., η → ∞

(or β →∞), we can write

lim
β→∞

∆D =
1

µ

(

1 +
1

ρ

)

, (4.13)
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which is identical to the average age expression of the single-source M/M/1 status update

system with last-come-first-served discipline and preemption in service in [68], and also the

average age of the best-effort updating policy in [8].

Third, for fixed λ, η, and B, when the service rate becomes large, we can write

lim
µ→∞

∆D =







B + 2

(B + 1)λ
β = ρ

ηB+2 − λB+2

ληB+2 − ηλB+2
β 6= ρ.

(4.14)

Observe that when µ → ∞, all of the four cases A, B, C, and D achieve the same average

age.

Finally, for fixed λ, η, and µ, when the battery becomes large, we can write

lim
B→∞

∆D =







1

µ

(

1 +
1

β

)

β < ρ

1

µ

(

1 +
1

ρ

)

β ≥ ρ.

(4.15)

Also, when β → 0, ρ → 0, or µ → 0, we have limβ→0∆D = ∞, limρ→0∆D = ∞, and

limµ→0 ∆D =∞, respectively.

4.3 Numerical Results

This section provides numerical examples to quantify the average age as a function of the

system parameters ρ, β, µ and B. Figures 4.7 and 4.8 represent the contour plots of the

average ages ∆A and ∆B, respectively as a function of the system parameters 0.1 ≤ β ≤ 10,

0.1 ≤ ρ ≤ 10, µ = 1 and B = {1, 5, 10, 20}. From Fig. 4.7, first, the results confirm the

symmetric behavior of ∆A with respect to ρ and β as discussed previously. Second, observe

that limρ→∞
β→∞

∆A = 2/µ = 2, which agrees with (4.3)–(4.4). Note that the average age in the

figures is equivalently a function of η and λ since η = β and λ = ρ for µ = 1.
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Figure 4.7: Contours of the average age of case A where the server cannot harvest energy

during service for 0.1 ≤ β ≤ 10, 0.1 ≤ ρ ≤ 10, µ = 1, and B = {1, 5, 10, 20}.
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Figure 4.8: Contours of the average age of case B where the server can harvest energy during

service for 0.1 ≤ β ≤ 10, 0.1 ≤ ρ ≤ 10, µ = 1, and B = {1, 5, 10, 20}.

Figure 4.9 represents the ratio of the average age in case B and case A forB = {2, 5, 10, 20}

and shows the performance improvement in terms of average AoI reduction when the server

is able to harvest energy while servicing packets. The results show that as β increases, both

cases have the same average age, but when β decreases case B leads to a considerably better

average age. When the server can harvest energy during service, as long as the battery is

not full, no energy unit is wasted. Consequently we expect case B to have a better average

age performance than case A. Since ∆B/∆A ≤ 1 regardless of any of the system parameters,

case A provides an upper bound on the average age of case B.
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Figure 4.9: Contours of the ratio of the average age of cases B and A, i.e., ∆B/∆A, for

0.1 ≤ β ≤ 10, 0.1 ≤ ρ ≤ 10, µ = 1, and B = {2, 5, 10, 20}.

Figure 4.10 represents the average age of cases A and B for µ = 1, β = 0.1, and

B = {5, 20}. The results show that for case A, ∆A is monotonically decreasing with ρ

and independent of B. But, for case B, as ρ and B increase, there exists an optimal choice of

ρ that minimizes ∆B. This result is similar to a result in [54] where an optimal server utiliza-

tion rate was shown to minimize the average age. Also, as B increases the average age of the

same case decreases monotonically. This is because in general more energy units are stored

in the battery and the number of packets that are dropped because of an empty battery is

reduced, resulting in more status updates being delivered to the destination, which reduces

the average age. Observe that when ρ is comparable to β, β < ρ≪ 1, the servers ability to

harvest energy while a packet is in service for case B leads to a considerable advantage over

case A.
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Figure 4.10: The average age of cases A and B for 0.1 ≤ ρ ≤ 10, β = 0.1, µ = 1, and

B = {5, 20}.

Figure 4.11 plots the ratio ∆C/∆A, where the server is unable to harvest energy while a

packet is in service, and the ratio ∆D/∆B, where the server is able to harvest energy while a

packet is in service. Regions shaded in green and yellow correspond to improved or degraded

performance, respectively, with preemption.

In the yellow shaded areas, preemption results in degraded performance. Intuitively,

the yellow shaded area corresponds to an “energy starved” operating regime, where energy

arrivals are relatively infrequent with respect to the rate of information arrivals and the

service rate. Preemption of packets in service leads to faster depletion of the battery which

increases the probability of new status updates being dropped because of an empty battery.

This in turn leads to less frequent delivery of status updates to the destination and degraded

performance.

In the green shaded areas, preemption improves performance. Intuitively, the green

shaded area corresponds to an “energy rich” operating regime. In this regime, the proba-

bility of the battery becoming depleted is small and the effect of the energy constraint is
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less significant. Similar to [54], which analyzed the average age of a server that allowed pre-

emption without energy constraints, we see that the performance achieved by preemption is

better than the average age achieved by a server that does not allow preemption of packets

in service in the “energy rich” regime. We also observe that the average age reduction due

to preemption becomes more considerable when the server is able to harvest energy while a

packet is in service compared to cases where the server is unable to harvest energy while a

packet is in service. Intuitively, this is because the server’s ability to harvest energy while a

packet is in service helps avoid wasting the arriving energy units as long as the battery in

not full.

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1
0.730

.7
9

0
.8

5

0
.9

10
.9

7

0
.9

9

1

1.0
4

1.08

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

0.58

0
.6

4

0
.70

.7
9

0
.8

80
.9

7

0
.9

9

1
1.03

1.09
1.15

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1
0.820

.8
50
.9

10
.9

7

0
.9

9

1

1.02
1.0

4

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

0.61

0
.6

7

0
.7

6

0
.8

5

0
.9

40
.9

9

1 1.03

1.061.09

1.01 1.01

0.58

∆C/∆A, B = 5 ∆C/∆A, B = 20

∆D/∆B, B = 5 ∆D/∆B, B = 20

log10(ρ)

log10(ρ)

log10(ρ)

log10(ρ)

lo
g
1
0
(β
)

lo
g
1
0
(β
)

lo
g
1
0
(β
)

lo
g
1
0
(β
)

Figure 4.11: Contours of the ratio of the average age of cases with or without preemption, for

0.1 ≤ β ≤ 10, 0.1 ≤ ρ ≤ 10, µ = 1, and B = {5, 20}. The green and yellow regions represent

the areas where the ratio is less than one, and the ratio is greater than one, respectively.
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4.4 Conclusion

In this chapter we studied the AoI problem in a single-source status update system with an

energy harvesting server with finite battery capacity. Four cases based on the server’s ability

to harvest energy while the server is busy and also allowing preemption of the packets in

service were considered. Expressions for the average AoI were derived as a function of the

system parameters. Asymptotic average age expressions were also derived for several cases.

Numerical results were provided to quantify the average age in terms of the system param-

eters and numerically demonstrate the performance advantage of servers with simultaneous

service and energy harvesting, and to illustrate the operating regimes where preemption of

packets in service achieves a lower average age compared to a server that does not allow

preemption of packets in service. The results showed that in general preemption of the pack-

ets in service is not the best packet management policy all the times, and the best policy

depends on the system parameters and the servers ability to harvest energy while a packet

is in service.
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Chapter 5

Age of Channel State Information in

Wireless Networks

In wireless networks, knowledge of channel state information (CSI) by the nodes in the

network can often be used to improve one or more performance characteristics of the net-

work, e.g., increase data rates, reduce interference, and/or improve energy efficiency. In

point-to-point links, knowledge of the channel state information at the transmitter (CSIT)

can improve performance through techniques such as Tomlinson-Harashima precoding [132],

waterfilling [133,134], and/or adaptive transmission over fading channels [135]. In multiple-

input multiple-output (MIMO) channels, CSIT allows for coherent transmission techniques

like beamforming and can also provide multiplexing gains [136–138]. CSIT can also be used

in MIMO systems for interference mitigation, e.g., zero-forcing beamforming [138], nullform-

ing [139], and interference alignment [140].

While the value of CSIT is well-established in the literature, there are also many examples

of systems where the nodes in the wireless network benefit from having a more comprehen-

sive view of the channel states in the network beyond just CSIT. For example, optimum

power allocation [141–143], zero-forcing beamforming [144], nullforming [145], and interfer-

ence alignment [146], and scheduling in multihop wireless networks generally require global

CSI [147, 148].
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Global knowledge of CSI also permits nodes to opportunistically determine an appropri-

ate network structure and communication strategy for efficient operation under the current

channel state. Furthermore, availability of global CSI allows nodes to change roles over time,

perhaps participating in a coherent transmit cluster at one point in time, then serving as a

relay at another point in time, with the current role dynamically determined by the evolving

global channel state.

This chapter derives lower bounds and develop schedules for estimation and dissemination

of global CSI in fully-connected wireless networks with reciprocal channels. By “global

CSI”, we mean that each node maintains its own table of estimates for all L = N(N−1)
2

reciprocal channels in the network, not just the N − 1 channels to which a given node

is directly connected. Nodes obtain estimates of channels to which they are not directly

connected via CSI “dissemination”. Specifically, nodes disseminate CSI by embedding one

or more CSI estimate(s) in each transmission so other nodes can learn the states of channels

to which they are not directly connected. Over time, each node in the network directly

estimates the N −1 channels to which it is directly connected and “indirectly estimates” the

remaining L − N + 1 channels in the network by collecting disseminated CSI. While some

recent studies have considered the problem of estimating and tracking so-called “global CSI”,

e.g., [149–151], the notion of global CSI in these papers is not the same as the notion of global

CSI considered here. In that prior work, the roles of the nodes are fixed and the focus is

on providing estimates of all transmit-receive channels to all transmit nodes in the network,

i.e., global CSIT. We emphasize that our notion of global CSI does not presume roles for the

nodes in the network and allows nodes to dynamically adapt their roles by estimating and

tracking all of the L reciprocal channels in the network.

Nevertheless, there is a gap in solidly understanding the overhead and tradeoffs involved

in tracking global CSI throughout a network, particularly in cases where N is small and

global CSI may be feasible.

The focus of this chapter is on wireless networks with reciprocal channels. In this setting,
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there are two sources of error in the global CSI at each node in the network: (i) channel

estimation error, typically governed by fundamental bounds such as the Cramer-Rao lower

bound (CRLB) and (ii) error caused by time-variation and staleness, i.e., the delay from

when the time-varying channel was estimated and the current time n. In this chapter, we

assume the type (ii) error is dominant. The value of stale (sometimes called delayed or

outdated) CSIT has been considered only recently in [152–154]. While it was shown that

even completely stale CSIT can still be useful in certain scenarios [152], there is generally

a loss of performance with respect to perfect CSI knowledge as CSI becomes more stale

[154]. Moreover, the focus of these studies has been on maximizing degrees of freedom in

conventional MIMO channels with delayed CSIT, and not on cooperative, distributed, or

multihop scenarios where a more comprehensive knowledge of CSI is necessary. In these

types of scenarios, performance can be highly sensitive to the accuracy of the CSI, which is

directly related to its age [143, 155].

In this chapter, first, we develop a new and general framework for quantifying the age

of global CSI in packetized fully-connected wireless networks. This framework accounts for

the number of channel states disseminated in each packet as well as the additional data

and overhead in each packet which contribute to the age of the CSI. We then develop

lower bounds on the peak and average AoI metrics [156–158]. Subsequently, we develop a

greedy CSI dissemination schedule based on minimizing the instantaneous average age of CSI

parameters. Next, we derive a lower bound on the average age of random CSI dissemination

schedules [159].

5.1 System Model

Consider a fully-connected network with N single-antenna nodes communicating over time-

varying reciprocal channels. The complex channel gain between two nodes i and j at time n

is denoted by hi,j[n] and assuming reciprocity, we have hi,j [n] = hj,i[n]. The network’s
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topology is described by a complete graph with N ≥ 3 vertices and L = (N2 −N)/2 edges,

representing all of the N nodes and L reciprocal channels in the network, respectively. Each

node in the network maintains its own local table of estimates of these L complex channel

gains. During each time slot, one node transmits a packet of length P words which includes

M ∈ {1, 2, 3, . . . , N − 1} disseminated CSI estimates.

Figure 5.1: Example fixed-length packet showing overhead, data, and CSI dissemination.
The CSI dissemination consists of M channel estimates and each channel estimate (including
its associated timestamp) has a length of one word. The data and overhead consists of D
words. The total packet length is P = D +M words.

Fig. 5.1 represents the general structure of a packet exchanged among the nodes in the

network. All packets are assumed to be received reliably. Each fixed-length packet contains

overhead, data, and M disseminated CSI estimates. Since node k cannot estimate a channel

to which it is not directly connected, i.e., the channel between nodes i and j for i 6= j 6= k, it

uses the disseminated CSI information embedded in the transmitted packets by either nodes

i or j, to obtain an estimate of the (i, j) channel. Assuming a length of D words for the data

plus overhead, each packet has a length of P = D + M words. Although Fig. 5.1 shows a

particular packet structure, the position of the overhead, data, and disseminated CSI within

any packet does not affect our results.

Each node that receives the transmitted packet by node i does two things:

1. It directly estimates the channel hi,j[n], which can be obtained via a known training

sequence in the packet, e.g., a known preamble embedded in the overhead, and/or

through blind channel estimation techniques.

2. It extracts the disseminated CSI and uses it to update any “staler” CSI in its local

table.

Note that every disseminated CSI also includes a timestamp of when it was obtained. This
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allows each node to determine if the disseminated CSI is fresher than any CSI in its table.

We denote the kth node’s estimate of the (i, j) channel measured directly from a packet

transmitted at time n as ĥ
(k)
i,j [n]. Since each node i ∈ {1, . . . , N} maintains its own table

of L global CSI estimates, the total number of CSI estimates in the network is NL.

As an explicit example of CSI estimation and dissemination, suppose at time n = 1 node 6

directly estimates the (5, 6) channel and updates its local CSI table with ĥ
(6)
5,6[1]. Then, at

time n = 2 suppose node 6 disseminates this estimate to other nodes in the network. In the

process of this dissemination, each node j 6= 6 updates its direct CSI estimate, i.e., stores

ĥ
(j)
6,j [2] in its local CSI table, and also checks its local CSI table to determine if its estimate of

the (5, 6) channel has a timestamp prior to the timestamp of the disseminated (5, 6) estimate

from node 6. Each node j with a staler (5, 6) estimate stores the indirectly obtained CSI

estimate ĥ
(j)
5,6[1] in its local CSI table.

Similar to Chapter 2 here we define a schedule alongside the peak and average age

metrics. A schedule represents a sequence of transmitting nodes and the “channel indices”

they disseminate.

Definition 7 (Age). The age ∆
(k)
i,j [n] of the CSI estimate ĥ

(k)
i,j [n

′] with timestamp n′ at

time n ≥ n′ is (n− n′)P words.

Directly estimated CSI has a age of zero in the timeslot in which it is estimated. All

indirectly estimated CSI has a minimum age of P words. If a given CSI estimate is not

updated in a timeslot, either due to direct estimation or dissemination, then its age increases

by P words in that timeslot.

Using any ordering of the individual age terms ∆
(k)
i,j [n], we can denote a global age vector

∆[n] ∈ ZNL. It is not difficult to see that, given a transmitting node and disseminated

channel indices, the age vector obeys a simple time-varying linear update equation

∆[n + 1] = A[n] (∆[n] + 1P ) (5.1)
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where A[n] ∈ ZNL×NL is a time-varying update matrix with entries equal to either zero or

one. As an explicit example, and omitting the time index for notational convenience, we can

define the global age vector in an N = 3 node network as

∆ =
[

∆
(1)
1,2,∆

(1)
1,3,∆

(1)
2,3,∆

(2)
1,2,∆

(2)
1,3,∆

(2)
2,3,∆

(3)
1,2,∆

(3)
1,3,∆

(3)
2,3

]⊤

.

Suppose node 1 disseminates the (1, 3) link at time n. Then

A[n] =





























1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1
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e⊤
1

e⊤
2

e⊤
3

0⊤

e⊤
2

e⊤
6

e⊤
7

0⊤

e⊤
9





























where em is the mth standard unit vector. Rows 1-3 of A[n] reflect the fact that node 1 was

transmitting and, as such, no updates are made to its local CSI table (the age of all CSI at

node 1 increases by P ). Row 4, being all zeros, reflects the direct estimation of the (1, 2)

link at node 2. Row 5 reflects the indirect estimation of the (1, 3) link at node 2 from the

CSI disseminated by node 1, i.e., node 2 now has the same estimate and the same age of

the (1, 3) link as node 1. The remaining rows are similar, but it is worth mentioning row 8.

In this case, node 3 receives the disseminated CSI of the (1, 3) link from node 1 but also

directly estimates the (1, 3) link. Since the direct estimate is fresher than any disseminated

estimate, node 3 ignores the disseminated CSI. This is reflected in the all-zero row 8. Some

basic properties of A[n] will be listed in Section 5.1.2.
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5.1.1 Age of Information Metrics

In this section, we define the peak and average age statistics used in the remainder of the

chapter.

Definition 8 (Peak age at time n). The peak age at time n is defined as

∆peak[n] = max∆[n].

Definition 9 (Average age at time n). The average age at time n is defined as

∆avg[n] =
1

NL
1⊤∆[n].

Definition 10 (Peak age). The peak age ∆peak is defined as

∆peak = max
n≥n̄

∆peak[n]

for n̄ sufficiently large such that the effect of any initial age state can be ignored.

Definition 11 (Average age). The average age ∆avg is defined as

∆avg = E [∆avg[n]]

where the expectation is over n ≥ n̄ for n̄ sufficiently large such that the effect of any initial

age state can be ignored.

5.1.2 Basic properties of A[n]

From (5.1) and the description of how each node updates its local CSI table through direct

estimation and disseminated CSI estimates, observe that A[n] has the following properties:

• Each row of A[n] is either equal to zero or has a single non-zero entry equal to one.
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• Row m of A[n] is equal to zero if the corresponding CSI estimate is directly estimated

in timelot n.

• Since N − 1 CSI estimates are directly estimated in each timeslot, exactly N − 1 rows

of A[n] are zero for all n.

• Row m of A[n] is equal to e⊤
m, i.e., the transposed mth standard unit vector, if the

corresponding CSI estimate is not updated.

• Row m of A[n] is equal to e⊤
ℓ , i.e., the transposed ℓth standard unit vector, if the

corresponding CSI estimate is updated to match the disseminated CSI estimate cor-

responding to row ℓ. Since the M disseminated CSI are received by N − 1 nodes, it

is easy to see that there are at most (N − 1)M such rows in A[n]. In fact, due to the

fact that some disseminated CSI is also directly estimated, as was illustrated in the

N = 3 example, there will be at most (N − 1)M −M such rows in A[n].

This last basic property allows us to characterize the dimension of the nullspace of A[n].

Observe that the dimension of the nullspace of A[n], i.e., nullity(A[n]), satisfies

N − 1 ≤ nullity(A[n]) ≤ N − 1 + (N − 1)M −M. (5.2)

The N − 1 term on both sides corresponds to the N − 1 rows of A[n] that must be zero due

to direct estimation at all nodes except the transmitting node. On the right hand side, the

(N − 1)M −M = (N − 2)M term corresponds to the “useful” disseminated CSI, i.e., each

node except the transmitting node receives M disseminated CSI estimates and a total of M

of these are discarded due to direct estimation. The upper bound in (5.2) is tight, as seen

in the N = 3 node example above, and is the key result that facilitates the development of

the lower bounds on the peak and average age in the following section.
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5.2 Age of Global CSI Dissemination in Fully-Connected

Networks

In this section we derive lower bounds on the peak and average age metrics for global

CSI dissemination in fully-connected networks. Also, we develop algorithms that generate

schedules for CSI dissemination throughout the network.

5.2.1 Lower Bounds on Peak and Average Age for General M ∈

{1, 2, 3, . . . , N − 1} in Fully-Connected Networks

In this section we derive lower bounds on the peak and average age metrics for global

CSI dissemination in fully-connected networks. These lower bounds hold for any schedule,

whether deterministic or random, and any fixed M ∈ {1, 2, 3, . . . , N − 1}. Since the network

is fully-connected, each node has at most N − 1 useful directly estimated CSI parameters to

disseminate in its packet. As shown by simulations in section 5.3, the achievable peak and

average age are not necessarily minimized by either of the extreme choices M ∈ {1, N − 1}

CSI estimates disseminated in each packet, and the best choice of M depends on the number

of nodes N and the amount of data plus overhead D in each packet. Intuitively, as M

increases, more CSI is disseminated in each packet and each node updates more entries in

its local CSI table. This improves the age metrics. On the other hand, the packet length

P increases with M , which has a negative impact on age. Thus, there are two competing

forces in choosing the optimal amount of CSI to disseminate per packet.

From (5.1) and given an initial state at time n0, we can write

∆[n] = Φ[n, n0]∆[n0] + P
n−1∑

t=n0

Φ[n, t]1 (5.3)
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where

Φ[n, τ ] =







A[n− 1]A[n− 2] · · ·A[τ ] n− τ > 0

INL n− τ = 0

undefined n− τ < 0.

Observe that, like A[n], each row of Φ[n, t] for n ≥ t is either all zeros or contains a single

non-zero element equal to one.

In order to develop the lower bounds on the peak and average age, we begin with a basic

but useful Lemma.

Lemma 5. For any matrices A ∈ Rn×n and B ∈ Rn×n,

nullity(AB) ≤ nullity(A) + nullity(B)

Proof. From [160], we have rank(AB) ≥ rank(A)+rank(B)−n. Since the rank and nullity

of any n× n matrix must sum to n, we can write

n− nullity(AB) ≥ n− nullity(A) + n− nullity(B)− n

which simplifies directly to the desired result.

The utility of this result is that it can be used to provide a convenient upper bound on

the dimension of the nullspace of the transition matrix Φ[n, τ ] in terms of the dimension of

the nullspaces of the constituent matrices A[n− 1], A[n− 2], . . . , A[τ ] for n > τ .

We now derive a useful property of the transition matrices in the following Lemma.

Lemma 6. 1⊤Φ[n, τ ]1 > 0 for all n− τ satisfying

0 ≤ n− τ < ∆∗ = ⌈∆⌉
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where

∆ :=
NL

N − 1 + (N − 2)M
.

Proof. Since Φ[n, τ ] ∈ RNL×NL is composed of elements equal to zero or one for all n > τ ,

then 1⊤Φ[n, τ ]1 > 0 if and only if

nullity(Φ[n, τ ]) < NL.

From Lemma 5 and (5.2), we have

nullity(Φ[n, τ ]) ≤ (n− τ)(N − 1 + (N − 2)M).

Hence, to satisfy nullity(Φ[n, τ ]) < NL for integer n and τ , it is sufficient for 0 ≤ n − τ <
⌈

NL
N−1+(N−2)M

⌉

, which shows the desired result.

We present one additional Lemma that will also be used in the development of the bounds.

Lemma 7. 0 � Φ[n, t−1]1 � Φ[n, t]1 � 1 for all n ≥ t where � corresponds to element-wise

inequality.

Proof. The inequality Φ[n, t]1 � 1 follows directly from the fact that each row of Φ[n, τ ]

for n ≥ τ is either all zeros or contains a single non-zero element equal to one. Given any

0 � u � v, this fact also implies 0 � Φ[n, τ ]u � Φ[n, τ ]v for all n ≥ τ . Then, setting

u = A[t− 1]1 and v = 1 and noting that 0 � u � v, we can write

0 � Φ[n, t− 1]1 = Φ[n, t]u � Φ[n, t]v = Φ[n, t]1 � 1

which is the desired result.

An implication of this result is that if, for some fixed τ < n, a particular element of

Φ[n, τ ]1 is equal to one, then that same element must also be equal to one for all Φ[n, τ+ℓ]1

for all ℓ = 1, . . . , n− τ .
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The following two Theorems present the lower bounds on peak and average age.

Theorem 13 (Lower bound on peak age). The peak age of any schedule is lower bounded

by

∆peak ≥ ∆∗
peak = (∆∗ − 1)P. (5.4)

Proof. From Definition 8 and (5.3), we can write

∆peak[n] = max∆[n] (5.5a)

= max

(

Φ[n, n0]∆[n0] + P
n−1∑

t=n0

Φ[n, t]1

)

(5.5b)

≥ max

(

P

n−1∑

t=n0

Φ[n, t]1

)

(5.5c)

where the inequality results from the fact that Φ[n, n0]∆[n0] only contains non-negative

elements. Note that the sum contains n−n0 terms. Lemma 6 implies that at least Φ[n, n−

1]1, . . . ,Φ[n, n−∆∗ + 1]1 must be non-zero. Hence

∆peak[n] ≥ max

(

P
n−1∑

t=n−∆∗+1

Φ[n, t]1

)

= (∆∗ − 1)P. (5.6)

The final equality follows from the fact that there are ∆∗ − 1 terms in the summation and,

according to Lemma 7, at least one consistent element of each term is equal to one. The

desired result then follows directly from Definition 10.

Theorem 14 (Lower bound on average age). The average age of any schedule is lower

bounded by

∆avg ≥ ∆∗
avg = λ(∆∗ − 1)P (5.7)

where λ := 1− ∆∗

2∆
.
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Proof. From Definition 9 and following a similar approach as in the proof of Theorem 13,

we can write

∆avg[n] =
1

NL
1⊤∆[n] (5.8a)

≥ P

NL

n−1∑

t=n−∆∗+1

1⊤Φ[n, t]1 (5.8b)

≥ P

NL

n−1∑

t=n−∆∗+1

rank (Φ[n, t]) (5.8c)

≥ P

NL

n−1∑

t=n−∆∗+1

NL− (n− t)(N − 1 + (N − 2)M) (5.8d)

= P

n−1∑

t=n−∆∗+1

1− n− t

∆
(5.8e)

where the final inequality follows from Lemma 5 and the properties of Φ[n, t]. This result

can be simplified by reindexing the sum to write

∆avg[n] ≥ P
∆∗−1∑

m=1

1− m

∆
(5.9a)

= P

(

∆∗ − 1− 1

∆

∆∗−1∑

m=1

m

)

(5.9b)

= P

(

∆∗ − 1− 1

∆
· (∆

∗ − 1)∆∗

2

)

(5.9c)

= P (∆∗ − 1)

(

1− ∆∗

2∆

)

(5.9d)

= λ(∆∗ − 1)P. (5.9e)

Since this result does not depend on n, we have

∆avg ≥ ∆∗
avg = λ(∆∗ − 1)P (5.10)

which is the desired result.
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5.2.2 Greedy CSI Dissemination Schedule Design for Fully-Connected

Networks

In general, for M ∈ {1, 2, 3, 4, . . . , N−1}, the resulting combinatorics are challenging, and it

is not obvious how to construct an efficient schedule to disseminate global CSI throughout the

network. That is, it is not clear how to make the best choice of transmitting node in each time

slot, and the choice of which CSI should be disseminated among the
(
N−1
M

)
= (N−1)!

(N−1−M)!M !

different sets of direct estimates from its table to disseminate. Hence, in this section we

present a “greedy” schedule that minimizes the instantaneous average age throughout the

network, and generates schedules for any choice of N and M .

Algorithm 4: One-Step Greedy Schedule

1 initialize time, n← 0;
2 each of the N nodes shares its table with the rest of the network;
3 compute the average age improvement over all combinations:
4 for inode = 1 : N do

5 for jset = 1 :
(
N−1
M

)
do

6 compute ∆avg,improve(inode, jset), which represents the average age
improvement throughout the network, given that node inode disseminates its
jthset set of M direct estimates;

7 end

8 end
9 choose the node and its set of M estimates that maximize the average age

improvement, and resolve ties:
10 if there is a tie between two different nodes then
11 select the node that has least recently transmitted;
12 else
13 if there is a tie between two different sets of M direct estimates at the same

node then
14 select the set that updates greater number of staler estimates throughout the

network;

15 end

16 end
17 the selected node disseminates it selected set of M direct estimates;
18 all nodes update their local tables with any disseminated CSI that is fresher than

the CSI currently in their table;
19 n← n+ 1;
20 go to line 3;

The one-step greedy schedule can be run in parallel at all nodes in a distributed fashion.
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We note that the schedule could omit the initialization step to minimize startup overhead,

if desired, by assuming that all nodes have no CSI knowledge. Although sharing the tables

at the beginning takes some time, it permits the schedule to make use of the existing CSI

knowledge throughout the network, and therefore may lead to an overall age improvement

at startup. In the long run, however, this initial CSI is insignificant since the CSI tables are

continually updated. Finally, we note that the resulting greedy schedule for a given choice

of N , M , and D could be precomputed offline and saved in a lookup table at all nodes.

Since in each time slot, the greedy schedule determines the transmitting node and its set

of M direct estimates based on maximizing the average age during only the current time

slot, it is called one-step greedy schedule. Using a schedule that minimizes the instantaneous

age in each time slot is somewhat myopic, and may not lead to the best schedule in terms

of minimizing steady-state age. Thus, this one-step greedy schedule could be extended to

minimize the average age improvement over a window of two or more consecutive time slots,

leading to a possible improvement in steady-state age. However, the amount of combinations

to search over (i.e., node order and CSI to disseminate) increases exponentially with the

window size.

Note that the schedules generated by the one-step greedy schedule eventually result in a

periodic schedule since, for any fixed N , there are a finite number of parameters throughout

the network, i.e., NL CSI parameters, and they can be modeled as a finite state-space

system. The resulting periodic schedule, however, is dependent on the initial conditions (i.e.,

the age values throughout the network at startup). Interestingly, for the M ≥ (N − 1)/2

region, always the greedy schedule generates a N -periodic round-robin schedule regardless

of initialization, and in the resulting schedule each transmitting node always disseminates

its M freshest directly estimated CSI parameters. Intuitively, for the M ≥ (N−1)/2 region,

all CSI parameters throughout the network can be updated at least once when during every

N consecutive time slots, each of the N nodes transmits exactly once and disseminates its

M freshest estimates.
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5.2.3 Average Age of Global CSI Dissemination with Random

Schedules in Fully-Connected Networks

In this section, the average age of CSI dissemination with equiprobable random node selection

is analyzed for two schedules: (i) dissemination of the single freshest channel estimate in

each packet, and (ii) dissemination of all directly estimated CSI in each packet. These cases

correspond to M = 1 and M = N − 1, respectively.

Nodes Disseminate Freshest Single CSI (M = 1)

For n ≥ 1, the transmitting node in disseminates its single freshest CSI estimate. By

“freshest”, we mean the channel state estimate with the least age. This freshest CSI estimate

at time n corresponds to the (in−1, in) channel directly estimated by node in at time n− 1.

This CSI estimate has an age of P words (one packet).

Theorem 15. The average age of freshest CSI dissemination with equiprobable transmit

node selection is equal to

∆avg =
N(N − 1)

2
(D + 1). (5.11)

Proof. Since the network is assumed to be fully connected and nodes transmit equiprobably,

the age statistics are identical at each node in the network. Hence, we focus specifically on

the age of channel estimates from the perspective of node i. Consider the age of the direct

channel estimate (i, j) at node i for j 6= i. The age of this channel estimate follows

∆
(i)
i,j [n] =







0 w.p. 1
N

∆
(i)
i,j [n− 1] + P w.p. N−1

N

where the first case corresponds to node j transmitting at time n and the second case corre-

sponds to any node except node j transmitting at time n. Observe that the age of the (i, j)

channel estimate from the perspective of node i is a Markov chain with an infinite number
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of states. Let q ∈ {0, 1, 2, . . .} be the state index corresponding to the age ∆
(i)
i,j [n] = qP of

the (i, j) channel estimate at node i. Denoting πq = Prob
(

∆
(k)
i,j [n] = qP

)

, the probability

of state 0 can be computed as π0 =
∑∞

q=0
1
N
πq =

1
N
, since

∑∞
q=0 πq = 1 by definition of the

state probabilities. The remaining state probabilities πq for q ∈ {1, 2, 3, . . .} can be straight-

forwardly computed from the fact that πq =
N−1
N

πq−1. Hence, the steady-state distribution

of the age states of the direct channel estimate (i, j) at node i is

πq =
(N − 1)q

N q+1

for q ∈ {0, 1, 2, . . .}. The average age of the direct channel estimate (i, j) at node i follows

as

∆avg,direct =

∞∑

q=0

qπqP = (N − 1)P. (5.12)

Consider now the age of the indirectly estimated (j, k) channel at node i for j 6= k 6= i.

Observe that the age of this channel estimate can only be reduced at node i if node j or

node k disseminates the CSI corresponding to the (j, k) channel. This event can only occur

in the freshest CSI dissemination schedule when either node j transmits immediately after

node k or vice-versa. If this event occurs, the age of the (j, k) channel estimate at node i

becomes one, otherwise the age of the (j, k) channel estimate at node i increments. Fig. 5.2

shows a Markov chain representation of the state transitions of the age of the (j, k) channel

estimate at node i. For notational convenience, for ℓ ∈ {1, . . . , N}, denote

πq,ℓ = Prob
(

∆
(i)
j,k[n] = qP, in = ℓ

)

(5.13a)

πq,⋆ = Prob
(

∆
(i)
j,k[n] = qP, in 6= j, in 6= k

)

. (5.13b)
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q = 2
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q = 3
in = j

q = 4
in = j

Figure 5.2: A Markov chain representation of the age of the (j, k) channel estimate from the

perspective of node i, where solid lines represent transition probability of 1
N

and dashed lines

represent transition probability of N−2
N

. Also, q represents the state index corresponding to

the age ∆
(i)
j,k[n] = qP of the (j, k) channel estimate at node i and in represents the index of

the transmitting node at time n.

Further, the steady state probability distribution of the age states is defined as

πq =
N∑

ℓ=1

πq,ℓ = 2πq,j + πq,⋆ (5.14)

where the second equality results from the fact that πq,j = πq,k for all q ∈ {1, 2, . . . }, which

can be seen from the symmetry of the states in Fig. 5.2. From Fig. 5.2, for q = 1, we can

write

π1,j =
1

N

∞∑

q=1

πq,j, π1,⋆ = 0 (5.15)

and hence π1 = 2π1,j. For q ∈ {2, 3, 4, . . .}, we can write

πq,j =
1

N
(πq−1,j + πq−1,⋆) (5.16a)

πq,⋆ =
N − 2

N
(2πq−1,j + πq−1,⋆) . (5.16b)

Combining the linear equations (5.13a)-(5.16b), the final steady state probabilities can then
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be computed as π0 = 0, π1 = 2π1,j = 2/N2, π2 = 2π2,j + π2,⋆ = 2(N − 1)/N3 and πq =

2πq,j + πq,⋆ = ABq−2C ∀q ≥ 3, where

A =

[

1
N3

2(N−2)
N3

]

,B =






1
N

2(N−2)
N

1
N

N−2
N




 ,C =






2

1




 . (5.17a)

The average age of the indirect estimate of the (j, k) channel at node i follows as

∆avg,indirect =

∞∑

q=0

qπqP =
(N − 1)(N + 2)P

2
. (5.18)

Since the age statistics are identical for all nodes in the network, we can use (5.12) and

(5.18) to compute the average age as

∆avg =
2L∆avg,direct + L(N − 2)∆avg,indirect

LN
(5.19a)

=
N(N − 1)

2
P (5.19b)

where the result in (5.11) follows from the fact that P = D+1 with single-CSI dissemination.

Nodes Disseminate All Directly Estimated CSI (M = N − 1)

For n ≥ 1, the transmitting node in disseminates all of its directly estimated CSI (M = N−1

words of CSI dissemination). Note that node in does not disseminate indirectly estimated

CSI since the age of indirectly estimated CSI at node in is the same or worse than the age

of these channel estimates at all other nodes in the fully-connected network.

Theorem 16. The average age of all directly estimated CSI dissemination with equiprobable

transmit node selection is equal to

∆avg =
3N − 4

2
(D +N − 1). (5.20)
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Proof. Similar to the case with single freshest CSI dissemination, we consider the average

age of the directly estimated and indirectly estimated CSI separately. The age of the direct

estimate (i, j) at node i for j 6= i is the same as the freshest CSI dissemination case since

the age of these channels do not depend on the disseminated CSI. Hence, the average age of

the (i, j) channel, considered from the perspective of node i, is identical to (5.12).

Consider now the age of the indirect estimates (j, k) at node i for j 6= k 6= i. To facilitate

analysis, define the vector state [∆
(i)
j,k[n], m[n]]⊤ where m[n] denotes the number of packets

since either node j or node k last transmitted at time n. Under our equiprobable transmit

node assumption, the vector state follows






∆
(i)
j,k[n]

m[n]




 =













∆
(i)
j,k[n− 1] + P

m[n− 1] + 1







w.p. N−2
N







∆
(i)
j,k[n− 1] + P

0







w.p. 1
N







(m[n− 1] + 1)P

0







w.p. 1
N

(5.21a)

where the first case corresponds to neither node j nor node k transmitting at time n. The

second case corresponds to node j (resp. node k) transmitting, but node j (resp. node k) was

the most recent node to transmit among node j and node k. This case does not immediately

reduce the age at node i because the disseminating node is not disseminating anything new

about the (j, k) channels. The third case corresponds to node j (resp. node k) transmitting,

and node k (resp. node j) was the most recent node to transmit among node j and node k.

When this event occurs, the age of channel estimate (j, k) at node i becomes ∆
(i)
j,k[n] =

(m[n − 1] + 1)P since node j or node k disseminates all of its directly estimated CSI at

time n and the (j, k) channel estimate has age (m[n − 1] + 1)P at the disseminating node

at time n. Fig. 5.3 shows a Markov chain representation of the age of the (j, k) channel
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estimate from the perspective of node i. For notational convenience, define

πq,m = Prob
(

m[n] = m,∆
(i)
j,k[n] = qP

)

. (5.22)

...

...

...

...

...
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q = 4
m = 0

q = 2
m = 1

q = 3
m = 1

q = 4
m = 1

q = 3
m = 2

q = 4
m = 2

q = 4
m = 3

Figure 5.3: A Markov chain representation of the age of the indirect estimate (j, k) from

the perspective of node i, where solid lines represent transition probability of 1
N

and dashed

lines represent transition probability of N−2
N

. The quantity q represents the state index

corresponding to the age ∆
(i)
j,k[n] = qP of the (j, k) channel estimate at node i and the

quantity m represents the number of packets since either node j or node k last transmitted.

With knowledge of the transition probabilities, the steady state probability distribution

of the age states are calculated as

πq =

q−1
∑

m=0

πq,m =
2

N

{(
N − 1

N

)q

−
(
N − 2

N

)q}

(5.23a)

for all q ∈ {1, 2, 3, . . .} with π0 = 0. The average age of the (j, k) channel considered from

the view of node i is obtained as

∆avg,indirect =
∞∑

q=0

qπqP =
(3N − 2)P

2
. (5.24)

Finally, since the age statistics are identical for all nodes in the network, using (5.12) and
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(5.24), the average age is computed as

∆avg =
2L∆avg,direct + L(N − 2)∆avg,indirect

LN
(5.25a)

=
(3N − 4)

2
P. (5.25b)

where the result in (5.20) follows from the fact that P = D+N − 1 when nodes disseminate

all directly estimated CSI.

5.3 Numerical Results

This section provides numerical examples to verify the analysis in the previous section and to

quantify the peak and average age of information as a function of the network parameters N ,

D andM . Figures 5.4, 5.5 and 5.6 compare the achievable peak and average age of the greedy

schedule with the lower bounds in Theorems 13 and 14 for N = 8, versus the number of CSI

estimates per packet M for D ∈ {0, 2, 10}. The D = 0 case can be considered a schedule

with no data or overhead where each packet is dedicated solely to CSI dissemination. Since

the greedy schedule is sensitive to the initial age values throughout the network, for each

M the schedule is run for 1000 random initializations and the minimum and maximum age

values are chosen as the best and worst achievable age of the greedy schedule, respectively.

The area between the best and worst achievable age of the greedy schedule is shaded, which

represents achievable peak and average age of the greedy schedule for different initializations.
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Figure 5.4: Age versus M for N = 8 and D = 0.
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Figure 5.5: Age versus M for N = 8 and D = 2.
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Figure 5.6: Age versus M for N = 8 and D = 10.

Figures 5.4 and 5.6 confirm that for small and large values of D, to minimize the achiev-

able peak age it is optimal to disseminate M = 1 and M = N − 1 CSI estimates in each

packet, respectively, but as Fig. 5.5 shows for an intermediate value of D, i.e., D = 2, the

achievable peak age is minimized when M = 4 CSI estimate are disseminated in each packet.

Figures 5.7 and 5.8 represent the average age of global CSI dissemination with equiprob-

able random node selection. Figures5.7 plots the average age of single/all CSI dissemination

versus the number of nodes N for D ∈ {0, 10}. These results show that single CSI dissemina-

tion (M = 1) provides better age when D = 0 but all directly estimated CSI dissemination

(M = N − 1) provides better age when D = 10.
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Figure 5.7: Average age versus number of nodes N .

Figure 5.8 plots the average age versus the packet data and overhead D for N ∈ {5, 25}.

These results show that single CSI dissemination (M = 1) tends to be more efficient only

for very small values of D, especially in the N = 25 case. Intuitively, when the amount

of data and overhead in each packet is large, it is more efficient to disseminate all directly

estimated CSI (M = N − 1) since the additional incurred age is relatively small. In fact,

in the N = 25 case, we see that “all” CSI dissemination provides better average age than

single CSI dissemination for D ≥ 3.
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Figure 5.8: Average age versus packet data and overhead D.

5.4 Conclusion

This chapter studied the application of the age of information in quantifying the age of global

channel state information in fully-connected wireless networks with packetized transmissions

and time-varying reciprocal channels. Lower bounds on the peak and average age of global

CSI dissemination were derived as a function of the number of nodes, CSI estimates and data

plus overhead per packet. A one-step greedy algorithm that generates CSI dissemination

schedules for any choice of number of nodes and number of CSI estimates per packet was

developed based on maximizing the instantaneous average age improvement throughout the

network. The results show that for small packet data plus overhead, the age is minimized

when the number of CSI estimates per packet is small, too. On the other hand, for large

packet data plus overhead, the age is minimized when all CSI estimates are disseminated in

each packet.
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Chapter 6

Conclusion and Future Work

In this final chapter the main ideas of this dissertation are summarized and future research

directions are provided.

6.1 Conclusion

In this dissertation we studied the Age of Information problem in different status update

systems under various settings. In Chapter 2 a general multi-source multi-hop partially-

connected wireless network with time slotted transmissions was considered. We derived

lower bounds on the instantaneous peak and average age of information under three dif-

ferent interference cases: (i) global interference model (ii) interference free model, and (iii)

topologically-dependent interference model. We showed that these lower bounds are a func-

tion of fundamental parameters of the graph representing the network topology. We devel-

oped an algorithm that generates minimum-length periodic schedules for dissemination of

the status updates among the nodes in the network with a connected topology, given the

global interference model. In presence of transmission errors, a lower bound on the average

peak age of information was derived considering repetitive transmissions by the nodes in the

flooding tree that disseminates statuses throughout the network.

In Chapter 3 we considered the multi-source status update system with transmission
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errors. Two cases of (i) active sources where they can generate information packets at any

point in time and (ii) random packet generation at the sources based on the Poisson process

were studied. For two scheduling policies, stationary randomized and round-robin, closed-

form expressions were derived for the case of active sources. Further, three different packet

management approaches whenever errors occur: no retransmission, retransmission without

resampling, and retransmission with resampling were considered for each scheduling policy.

For the Poisson packet arrivals, average AoI expressions were derived assuming that the

server only allows self preemption of the packets in service.

In Chapter 4 the single-source status update system with an energy harvesting server

with finite battery capacity was considered. Expressions for the average AoI were derived as

a function of the system parameters for four different scenarios based on the server’s ability

to harvest energy while the server is busy and also allowing preemption of the packets in

service. It was shown that in general preemption of the packets in service is the best packet

management when the rate of energy arrivals is higher than the packet arrival rate.

In Chapter 5 the age of channel state information in fully-connected wireless networks

with time slotted transmissions over time-varying reciprocal channels was considered. Fun-

damental bounds on the peak and average age of global CSI dissemination were derived as a

function of the number of nodes, CSI estimates and data plus overhead disseminated in each

packet. A one-step greedy algorithm was developed that generates scheduling policies for

any choice of number of nodes and number of CSI estimates per packet based on maximizing

the instantaneous average age improvement throughout the network.

6.2 Future Work

There are numerous interesting future directions of work on the age of information to con-

sider. Given the general multi-source multi-hop scenario with a fixed network topology in

Chapter 2, the minimum-length periodic schedule has been shown to be peak age optimal.

However, it is not the case regarding the average age. An interesting problem is to opti-
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mize the scheduling policy that minimizes the average age. Another interesting problem is

to study the achievable average age of the schedules with repetitive transmissions by the

disseminating nodes in presence of errors. The setting in Chapter 2 assumed that each node

has direct access to its local process. An interesting problem is to investigate the optimal

flooding trees that minimize the age metrics when multiple nodes in the network have zero-

delay access to the same process. For energy harvesting status update systems, generalizing

the results in Chapter 4 to multiple sources would be an interesting problem.
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Appendix A

List of Notation and Acronyms

Table A.1: List of Notation and Acronyms

Notation Description

G an undirected graph representing the wireless network

E set of the edges in G representing the channels in the network

V set of the vertices in G representing the nodes in the network

G[U ] the graph induced by a vertex set U ⊆ V

N number of the nodes in the network, i.e., N = |V|

d(i, j) shortest path length between two vertices i and j

d̄ average shortest path length between all vertices in G

δi degree of vertex i

δmax maximum degree over all vertices in G

Nk(i) set of vertices j ∈ V such that 1 ≤ d(i, j) ≤ k

γc connected domination number, i.e., cardinality of any MCDS

L set of pseudoleaf vertices, i.e., all vertices not in any MCDS

H
(i)
j (t) the Hj process at node i

τ
(i)
j (t) timestamp of the most recent Hj process at node i
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∆
(i)
j (t) the age of the Hj process at node i at time t

mod modulus operator

CSI channel state information

FCFS first-come first-served

LCFS last-come first-served

SHS Stochastic Hybrid Systems
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