



































Abstract

Mapping, labeling and localization are central modules to most autonomous robot

platforms. Not only do they make it possible for the robot to understand its sur-

rounding environment and its location in it, it also can improve drastically the

accuracy of other downstream tasks such as behavioral planning or dynamic object

detection and tracking.

While it is possible to achieve reasonable results with traditional dynamic sensors

such as IMUs and GPS, modern robotics systems have shown that visual based

sensors, mainly laser or camera-based, are extremely well suited for these tasks,

since the final localization results returned by such sensors do not only depend on

the robot itself, but also on its surrounding environment. While both types of

sensors possess numerous qualities that result into a good performance, they also

suffer from some limitations. Such limitation can sometimes be overcome by using

cross-modal approaches which have the unique advantage of benefiting from the best

of both worlds, while still deploying a limited amount of sensors to save on cost and

processing power. This thesis shows how we can take advantage of such methods.

First, we start by exploring the cross-modal mapping task in the case of 3D

mapping for UAV’s. Here, our goal is to be construct 3D maps, using data collected

by UAV’s equipped with a monocular camera only. Using height prediction and deep

learning, we propose a method capable of accurately predicting the height value of

each pixel in an input 2D camera image, which can be processed to form a 3D point

cloud, thus replacing the traditional and costly ”Structure From Motion” (SFM)

based methods. This solution achieves state-of-the-art performance compared with

all recently published height prediction methods.



Next, we explore the cross-modal labeling task. Labeling is typically necessary

for any self-driving car that is traveling in an urban environment. In this work,

we tackle the labeling of pre-built point cloud maps by taking advantage of the

advancements made in camera based deep learning and show how we can predict

relevant road data (such as road boundaries and traffic lane’s locations) from 2D

camera images, before processing them and projecting them to 3D, to automatically

generate height quality labels.

Finally, we explore the case of cross-modal vehicle localization when 3D maps

are unavailable. In this case, we use the popular and free OpenStreetMap (OSM)

platform, to show how it is possible to accurately localize LiDAR sensors, without

the need for point cloud maps or data training. Thanks to a constrained formulation

of the popular particle filter method, we are able to track a moving vehicle on OSM,

while keeping its position constrained to the road boundaries. This method achieves

state-of-the-art performance compared with all satellite or OSM-based methods for

LiDAR localization.
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Chapter 1

Introduction

1.1 Background

Visual Sensors: In this thesis, ”Visual Sensors” mainly refers to laser-based or

camera-based sensors. Both are uniquely equipped to deal with the mapping, la-

beling and localization tasks for robots: Laser-based sensors such as LiDARs are

capable of providing accurate metric measurements to all the objects present on

the line of sight of the sensor, making it uniquely adapted to the mapping aspect

of autonomous driving, and as a consequence, capable of accurately achieving the

localization task as well. On the other hand, camera-based sensors are capable of

capturing rich texture-based keypoints, which can be matched across frames, and

used as reference to calculate the displacement of the robot equipped with it or

detect road structures and information that can help to safely guide the vehicle.

Unfortunately, both these sensor modalities suffer from some significant limita-

tions: For instance, for the laser-based sensors, the inability to capture colors and

textures may sometimes introduce ambiguity during the point matching process or

the labeling of pre-built maps, and for the camera-based sensors, sudden changes
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in the brightness levels or the absence of an adequate lighting source can cause

complete failure of the localization or mapping systems.

Because of these issues, we propose to use cross-modal approaches to deal with

them, in order to take advantages of the strengths of both types, at a minimum

cost.

Cross-Modal Methods: In this thesis, we mean by “cross modal” methods,

the approaches that use a single sensor output and attempt to generate a final result

in a different modality. We mostly focus on two major modalities: 3D laser-based

and 2D camera-based. Some examples of cross-modal approaches include: localizing

3D point clouds in a 2D camera-based map or using a 2D images to construct a 3D

point cloud map. We focus only on single-sensor, single-map methods, which have

the advantage of being more cost and resource effective than the traditional sensor

fusion approaches, since each sensor is only used when it makes sense to do so.

Mapping: This represents the process of creating a map, which is an abstract

and symbolic representation of a space that we are interested in. Mapping, first

known as cartography, started in ancient times, with the first map dated as early as

the 6th century BCE. Nowadays, and thanks to the advances in the area of visual

sensors, maps have taken different shapes and can mean different things depending

on the context. The most popular maps are undoubtedly satellite maps and/or

maps that derive from satellite imagery: this includes also some popular simplified

maps such as Google Maps or OpenStreetMaps. These maps can be very useful for

localization, but their accuracy can sometimes be limited. Lately, a new type of

maps has become very popular in the autonomous driving industry, which is HD

maps. These are point cloud-based maps, which have been labeled with relevant

road information and are used for localization, navigation and planning.

Labeling: In this thesis, we mostly talk about pre-built maps labeling, which
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means adding relevant semantic information to maps, whether that is done manually

or automatically. In the case of 2D camera-based maps, such as satellite maps or

OSM, this usually refers to adding semantic labels to mark roads and walkways, in

addition to markers of important buildings and/or businesses. On the other hand, in

the case of 3D point cloud maps, labeling can be more complex, because in addition

to the labels present in the 2D case, more details can be added such as lane positions

on the ground or traffic lights location in 3D. These labels have multiple uses: they

make it much easier for the robot to understand its surroundings, can help in the

localization pipeline and are crucial to make correct and safe behavioral planning

decisions.

Localization: As a natural result of mapping and labeling, localization plays

a very important role in any autonomous robot system. Findings one’s location

has been a challenge for human for a very long time: from first using the sun and

other famous stars which were known to be stable landmarks, human then evolved

to use scientific instruments, such as the astrolabe which was used by navigator

during long trips at sea. Eventually, the GPS was invented, representing a major

advancement in global localization. However, researchers have lately showed that in

order to obtain accurate localization for autonomous robots, visual sensors should

be used because they make it possible for the robots to also consider its environment

when trying to locate itself, and not only rely on its own movement approximation,

which tend to be noisy.

1.2 Motivations

Autonomous robots are on track to become one of the main tools of the future.

From self-driving vehicles and UAVs to home assistant robot, autonomy has clearly
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become the next major milestone for robotics researchers. For robots to be fully

autonomous, it is essential for them to be able to determine their position in their

surrounding environment accurately and efficiently, so that they can safely interact

with the world.

This as a result pushed the robotics community to invest more time and resources

into solving the mapping, labeling and localization tasks, specifically using visual

sensors. These tasks are typically co-dependent since building a map implies that

we know the distance between its different component and their relative locations,

and that obtaining an accurate localization solution can usually be facilitated by

using of a map, whether it was built offline or optimized online over a restricted

local area.

The main visual sensors that are typically deployed to solve these tasks are

cameras and LiDARs. Both sensors have clear advantages when it comes to solving

the tasks at hand, such as the ability to capture textures when using cameras, which

facilitates the frame-to-frame matching and alignment, or the detection of relevant

scene data, and the additional space dimension present in the LiDAR data, which

results in accurate and dense representation of the environment. However, current

commercial solution focus on using either one sensor or the other across these three

tasks, resulting in expansive platforms and cost prohibitive robots for those opting

for LiDAR only solutions, and in unstable and sometimes unsafe solutions when

using cameras only. A more practical solution would be to utilize one sensor or

the other only when the situation where it is used, and the cost implications are

justified. Therefore, in this dissertation we explore a set of problems where cross-

modal solutions involving LiDARs and camera are being used, in order to provide

more cost-effective solution for the future. It is important to note that we make

a clear distinction between cross-modal methods and sensor fusion methods, where
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the first uses only one sensor at a time during deployment, while the second uses all

available sensors at once.

In this thesis, our work will involve three of the main stages of the development

of most autonomous robotic platforms: (a) building the map of environment where

the robot will be evolving, which is demonstrated using the case of 3D mapping for

UAV’s using height prediction and cameras. (b) the labeling of pre-built maps, in

our case the labeling of 3D point cloud HD maps for self-driving cars using camera

data. (c) the localization of the robot in a pre-built and labeled maps, in this case

localization of LiDAR equipped cars on camera-based maps such as OSM.

1.3 Contributions

We tackle three of the essential steps in any autonomous robot development: Map-

ping, labeling and localization.

Building Point cloud Maps Using Cameras and Height Prediction:

Building accurate maps that can later be used is very helpful in improving both the

accuracy and the efficiency of the localization stack. However, contrary to when

using cars, UAV point cloud building can face certain challenges such as the heavy

load of the LiDAR sensor when attached to a UAV, leading to shorter battery life

and longer mapping process, or when using stereo camera rigs which can suffer from

noisy outputs due to brightness changes or the need for very high-resolution cameras

which can increase the cost significantly.

On the other hand, it is possible to combine a single monocular camera with

deep learning in order to obtain height information that can be used to generate the

needed point clouds. Also, thanks to the flexibility of proposed neural network, we

are also able to generate semantic labels that cam used to construct semantic maps,
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and surface normals which can help in generating 3D mesh maps.

In summary, our key contributions for this work are:

• We propose a triple-branch multi-task learning network, including semantic

label, surface normal and height prediction.

• We introduce a denoising autoencoder as a refinement step for the final height

prediction results.

• We achieve state-of-the-art performance on two publicly available datasets,

and an extensive ablation study shows the importance of each step in the 3D

reconstruction pipeline.

• We show through two applications how our height prediction pipeline can be

used to reconstruct dense 3D point clouds with semantic labels.

Labeling Point cloud Maps Using Cameras and Deep Learning: Nowa-

days, the typical next step after building a map is to label it accordingly. This

is especially important for self-driving cars that are traveling in an urban environ-

ment, since many road and driving laws are defined by road features and visual

signs. Currently, the most popular method is to use manual labeling, since it guar-

antees the level of accuracy needed to safely drive. However, this can be at times

both expensive and resource intensive.

Instead, we propose to use deep learning to label our point cloud maps, thus

proving a more automated labeling process that is less depending on human oper-

ators. In addition to that, we decided to leverage camera data to do the labeling,

by first detecting the relevant features of camera images using deep learning, then

processing them and projecting them onto the pre-built LiDAR map using a pre-

calculated camera-LiDAR extrinsic projection matrix.
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In summary, our contributions can be summarized as a collection of algorithms

and pipelines aiming to automatically label HD Maps for urban autonomous driving.

Localizing Point Cloud Scans in OpenStreetMaps: As stated before, lo-

calization is an essential component of any robots that is autonomously moving in

its environment. For self-driving cars, 3D HD point cloud maps represent the gold-

standard in the industry today. However, such maps are not available everywhere,

and can be very challenging and expensive to build and deploy.

We propose to explore other map platform, although not designed originally for

LiDAR localization, but can be used to simulate a LiDAR point cloud map. We

focus on using OSM, a free and up to date 2D abstracted map, similar to what

can be found when using Google Maps. By combining semantic segmentation with

raycasting applied to OSM, we are able to generate simulated point clouds that can

be used to compare with and localize the output LiDAR scans. We also make use of

the road data present on OSM to design a constrained particle filter that guarantees

a bounded localization error.

In summary, our key contributions for this work are:

• We propose a fast and consistent method to generate simulated top view Li-

DAR images from OSM, and accordingly show how we can use those images

to accurately localize LiDAR point clouds in OSM.

• We propose a dual-input particle filter algorithm with an added constraint

that the vehicle location must be on the road.

• We demonstrate the state-of-the-art accuracy of our method on the KITTI

dataset, by comparing it to other LiDAR cross-modal localization methods by

using OSM or satellite maps.
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1.5 Outline

This dissertation is organized as follows:

Chapter 2: Cross-modal localization, labeling and mapping have been given

increasingly more attention lately in the robotics community. This chapter gives an

overview of the current state of the art for these three essential tasks.

Chapter 3: Mapping is a cornerstone of any localization system for autonomous

robots and point clouds typically represent the best mapping format available today.

This chapter discuss a cross-modal approach to generate UAV semantic point cloud

maps using 2D camera images only.

Chapter 4: labeling point cloud maps is becoming standard across the self-

driving cars industry. Here, we show a cross-modal method capable of using data

predicted from camera images and deep learning to automatically label a 3D point

cloud map.

Chapter 5: Finally, we tackle the localization task, by taking a closer look

at cases where 3D point clouds are unavailable. Thus, we propose a cross-modal

localization approach capable of accurately localizing LiDAR point clouds in OSM,

using a road-constrained particle filter.

Chapter 6 draws the conclusions.
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Chapter 2

An Overview of Visual

Cross-Modal Mapping, Labeling

and Localization

2.1 Cross-Modal Mapping

Mapping our surroundings is one of the oldest challenges faced by human beings.

This reflects the importance of maps in general, and the role they play in localization

and planning. For robots, maps represent a crucial tool, and multiple methods for

buildings them have been proposed over the years. The most popular approach for

robot map buildings is the SLAM approach, where the map is created online, while

the robot is moving. This is typically done using a 2D or 3D LiDAR but can also be

extended to stereo or satellite cameras. This method has the advantage of making

it possible for robots to explore new environments and can be easier and faster to

deploy. However, due to the inevitable issues of odometry drifting, and unless more

advanced methods and constrains are used, the maps constructed using SLAM will

10



always lead to an accumulation of the odometry error, which is reflected in poor

mapping accuracy.

A more traditional, but stable approach, is to do the mapping offline. This

gives us the possibility to optimize the map by recording a sensor output during a

pre-defined path and combining it with the pre-calculated ground truth odometry

(obtained using an advanced Differential GPS system for example) and other op-

timization techniques, to make sure that the map is as accurate as possible before

deploying it onto the robots. Therefore this method is today standard across mul-

tiple industries and disciplines, such as satellites maps using cameras for UAV’s or

HD point cloud maps using LiDARs for self-driving cars.

Visual offline mapping can take many forms, depending on which sensor is being

used. When using LiDAR sensors, typical maps are either point cloud-based or

mesh-based, resulting from the concatenations of the successive LiDAR scans using

the ground truth. For cameras, they are usually used for top view mapping to

construct geo-tagged satellite maps. This maps can then be processed further to

produce abstracted 2D maps, such as google maps or OpenStreetMaps.

Visual cross-modal mapping for autonomous robots typically involves the ability

to generate point clouds using camera data only, leading to building point cloud

maps where either cameras or LiDARs can be used for localization. In this thesis,

we explore a new cross-modal approach to visual mapping, by taking advantage of

the ability to construct simulated LiDAR point cloud maps, using OSM as an input,

combined with other techniques such as raycasting and semantic segmentation. An

example of such maps can be seen in Fig. 2.1, in addition other classic visual maps.

However, stereo camera rigs have traditionally been the most popular camera

sensor configuration to build point clouds, thanks to their ability to generate depth

images that can be converted to point clouds, and concatenated to build a 3D
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point cloud map [1] [2] [3] [4]. Although capable of producing impressive results,

calculating 3D points position using stereo cameras can lead sometimes to very noisy

point clouds, due many reasons: sharp changes in brightness, false keypoint matches

between the two left and right views, low resolution cameras etc.

During the last few years with the success of deep learning in computer vision,

and as an extension to the depth completion task, the task of depth prediction has

gained a lot in popularity, thanks to the denser depth maps that it can produce

and its increased resiliency to noisy inputs compared to stereo cameras. Using deep

learning networks, researchers can show that it’s possible to bypass the use of stereo

cameras completely in favor of monocular cameras only, and to predict a depth

value to each pixel in an input image, resulting in dense depth maps. Similarly, to

the stereo camera case, these depth maps can then be used to generate 3D point

cloud maps. First proposed by Eigen al. in [5], the authors present a two-stage

approach with two CNNs, where the first one is used to generate a coarse prediction

of the corresponding depth map to the the input RGB image, followed by the second

network which is tasked with refining the first prediction locally. The use of residual

networks was later introduced in [6] combined with the use of the reverse Huber

loss, trained in an end-to-end fashion.

The success of monocular depth estimation led researchers to explore other pos-

sible cross-modal predictions, especially when it makes it possible to predict 3D

data using 2D images as input, which can be very challenging when using computer

vision techniques only. One such tasks is height prediction using UAV-captured

images. First introduced in [7] using a classical encoder-decoder structure, it was

later extended and combined with other tasks using multi-task networks in [7].
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Figure 2.1: Examples of Visual Maps. From left to right: LiDAR map, satellite
map, OSM and simulated LiDAR map.

2.2 Cross-Modal Map Labeling

Building the map is great for localization, however, it is usually not enough to

achieve autonomy. For example, in the case of self-driving cars: After the mapping

is done, and for the car to be able to autonomously travel in urban environment, it

is necessary to add other relevant semantic information related to the road rules and

road structures. Another example is the case of satellite maps: after stitching all the

camera images together, it is necessary to label the roads and buildings, if we want

to eventually transform them to 2D abstract maps such as OSM. This makes the

maps much easier to process and use, since it only keeps the relevant information.

Labeling pre-built maps has always been knows as a tedious task. This is espe-

cially the case when dealing with 3D point clouds maps that contains millions of

points. The current standard in the industry is to use manual labeling and label the

maps using human operators. This is the case because self-driving cars and other

autonomous systems today need very accurate labels, such as precise and abstracted

waypoint-based labels representing specific road features such as the road bound-

aries or lanes and traffic sign positions etc. Multiple tools have been developed over

the years, where some other point cloud or image processing techniques can be used

by the labeler to facilitate the whole process, such as edge detection or clustering.
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Some of the popular free manual labeling tools today for 2D images include:

• labelImg: the most popular graphical image annotation tool today, written in

Python, specialized in object detection and designed to output labels as XML

files in PASCAL VOC format.

• Computer Vision Annotation Tool (CVAT): a video and image annotation

tool, capable of generating semantic and object detection labels in multiple

popular formats.

• labelme: written in python, and capable of generating similar labels as CVAT.

Although less popular, free LiDAR annotation tools exist too:

• labelCloud: lightweight tool specialized in 3D bounding box labeling for point

clouds.

• SUSTechPOINTS: similar to labelCloud but has asome additional features

that make the labeling process more flexible.

• Vector Map Builder: an advanced labeling tools designed for HD map labeling

for self-driving cars by Autoware. Contains most of the typical road features

such as traffic signs, lanes, road markings etc.

Other popular research approaches follow the deep learning semantic segmentation

scheme and try to predict a label to each point in the point cloud map [8] [9] or

pixel in the satellite map. This can result in good semantic segmentation results in

general but remains too dense to be processed effectively for the point cloud case,

and can result in blurred and inaccurate borders for the camera case.

Cross-Modal map labeling is currently still an open question, which is why we

decided to explore it in this thesis. In the case of HD point cloud maps, by taking
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advantage of the unique textures captured with the onboard camera, we can label

the point cloud map by detecting relevant areas on the images using deep learning,

then process those results and project them to generate abstracted and simplified

labels, which are adapted to the self-driving task.

2.3 Cross-Modal Map Localization

Localization is essential to any autonomous robots. Not only does it make it possible

to track it, but it also makes it safe for the robots to move, by being able to avoid

obstacles for example, when combined with other visual tasks. Localization can

be done either in relative way, by using SLAM and always considering the starting

point as the origin. This can be considered a ”local” form of localization. On the

other hand, ”global” localization typically involves the use of a pre-built map.

Visual map localization can typically be divided into two major steps: place

recognition and metric map localization. We show in Fig. 2.2 a Block Diagram of

the typical Visual Map Localization pipeline: First, the Visual Place Recognition

stage where the map is rasterized to produce a database of geo-tagged samples for

more efficient processing. This is followed by the encoding into feature vectors of

both the sensor output and all the samples from the map. A nearest neighbor search

is then used to find the closest map sample to the sensor output, and thus produce

a guess at the initial position of the vehicle in the map. Next is the Metric Map

Localization stage where a registration algorithm is used to align the sensor output

with the map, making it possible to track the vehicle.

For both of the major steps mentioned above, we will first start by exploring the

traditional LiDAR and camera based methods, before the discussing the cross-modal

methods.
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Figure 2.2: Visual Map Localization Block Diagram.

2.3.1 Place recognition

First, the vehicle (or robot) must find its initial location on the map, especially

when no other sensor such as a GPS is available to provide an initial guess or a

region of interest. The solution in this case is to use the Visual Place Recognition

approach, where using only the input of our visual sensor and an intermediate

representation, we can find the best match in the pre-built map. Visual Place

Recognition is typically approached differently, depending on the sensors that is

being used.

Camera-based place recognition (also called Camera Cross-View Localization)

can be very challenging due to the large difference in viewpoint between the images

collected by the ground vehicles, and the images extracted from the aerial maps.

Fig. 2.3 shows different representation of same camera frame that can be used to

solve this task. Because of the challenges mentioned above, most of the popular and

successful methods rely on deep learning. This was first demonstrated in [10], by
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Figure 2.3: Front view camera frame (top), followed by the same area in a satellite
map (middle left) and in OSM (middle right). The final image is the polar projection
of the satellite crop (bottom).

relying on a Faster R-CNN [11] to detect buildings then match them using a siamese

network trained using the contrastive loss. Note that both the contrastive and triplet

losses are very popular when trying to solve this challenge as we will see in the

following cited publications. This was improved upon the following year in [12] by

simplifying the first stage from object detection to CNN feature extraction followed

by an encoding stage using the NetVLAD architecture [13]. The two previously

cited works established a common basis which was typically used as a starting point

to the methods that followed.

In [14], the authors proposed to attach a color encoded orientation map to the

input queries during training and testing, which seems to improve the accuracy on

the most challenging metrics. The importance of orientation alignment was further-

more represented in [15] where the authors showed that training using images that

were pre-aligned first in terms of orientation will produce a siamese network that is

capable of producing activation maps that perform better at pointing similar objects

in different views. The activation maps, which were produced using GRAD-CAM
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[16] can also be used during testing to approximate the orientation that best aligns

the two views. Another approach to improve the accuracy of a siamese network

trained for cross-view geo-localization is to take advantage of the results of tradi-

tional semantic segmentation networks and include them in the data augmentation

procedure during training: this was done by removing different segmented objects

in the ground images, to make the network more robust to temporal changes in

the images. This, combined with a multi-scale attention module, produces better

ranking and matching results.

The authors of [17] introduced the use of optimal features transport [18] to

facilitate the extraction of similar features in both views. This was implemented

in a way that allowed the end-to-end training on the network and showed great

improvements across all metrics.

While most works use some sort of variation of the contrastive or triplet losses,

the authors in [19] proposed their own metric, dubbed Soft Exemplar Highlighting

Loss. In their formulation, this loss, combined with a polar transform applied to

the aerial images to reduce the viewpoint gap, was used to assign different weights

to the training examples depending on their difficulty, in an effort to emphasize

meaningful hard samples and remove problematic ones. Another typical assumption

in most cross-view geo-localization works in the literature is the one-to-one matching

assumption between aerial and ground images. This does not always hold during

testing and was the main motivation in [20]: in this work, the authors did not

only attempt to predict the matching score between two samples, but also using a

regression branch, predicted a latitude and longitude-based offset between the two

inputs. Also, in addition to the triplet and regression losses, the authors introduced

an IOU-based loss to better learn from semi-positive sample (meaning aerial samples

with a non-zero offset).
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Lately, because of the success of attention models in computer vision [21], more

works have been trying to use the attention mechanisms [22] and the Transformer

architecture [23] to solve this task, starting with [24] where the authors proposed

to use what they call a Spatial-aware position embedding module to process both

the ground and polar transformed aerial images, tasked with encoding the relative

positions among object features extracted by the backbone network. This module

consists of a max pooling block, followed by two fully connected layers in order

to select the most important features. In [25] the authors proposed an architecture

where first, for both views, 1D learnable encodings were combined with a set a CNN

extracted features, before being fed into what the authors called a Layer-To-Layer

Transformer: basically, a transformer with skip connections between timesteps. In

[26], the authors attempted a pure transformer architecture which does not make use

of CNN’s as pre-processing step for feature extraction: this was done by following

a two-stage procedure, where in the first step, two traditional Vision Transformer

(ViT) architectures were trained using the triplet loss to generate embedding fea-

tures for both street and aerial views. In the second stage, the aerial attention map

generated from the first stage was used as guidance to crop and zoom-in on the most

relevant portion of the image. This new generated aerial image was then used to

finetune the aerial embedding using another ViT.

LiDAR place recognition has become very popular since HD point cloud maps

have become the norm for many autonomous driving vehicles. Fig. 2.4 shows

different depiction of the same LiDAR frame that can be used to solve this stage.

The earlier attempts to solve this task tried to capitalize on the advances in keypoint

detection and matching for point clouds. In [27], based on a random sampling

procedure, keypoints were selected and encoded using a variation of the gestalt

descriptor [28], before being matched using the nearest neighbor voting approach. In
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Figure 2.4: An example of LiDAR frame depicted as a 3D point cloud (top left), a
BEV projection (top right) and a panoramic projection (bottom).

[29], the keypoints based place recognition task was solved by taking advantage of the

geometrical relations between points: after extracting features using points of high

curvature, the authors encoded the point cloud data into a 2D histogram based on

the distances between them and their co-bearings, which resulted in a signature that

was later used to match the point cloud with other scenes using the Approximate

Nearest Neighbor Search. In [30] the authors proposed SegMatch, an algorithm

based on segmentation results which were then used to construct feature descriptors.

The matching of segments was achieved following a two-step approach: first using a

random forest classifier, followed by a geometrical verification using RANSAC [31].

This was eventually extended in [32], by augmenting the SegMatch descriptor with

a handcrafted spatiotemporal descriptor which was constructed following two stages

of spatial and temporal feature pooling.

The authors of [33] proposed to take advantage of the intensity field returned

by the LiDAR sensor to construct an intensity-augmented 3D keypoint descriptor

named ISHOT, which was matched following a strategy combining probabilistic

voting and nearest neighbor search. A similar method was used in [34] where the

intensity field was central to the approach, but in this work, the intensity data was

first projected to the 2D image space using a panoramic projection, before using a
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traditional computer vision (CV) keypoint extractor and encoder, in this case ORB

[35]. This was followed by a traditional CV matching procedure relying on PnP

[31] and BoW [36]. Projecting 3D point clouds to 2D in order to take advantage of

traditional CV techniques is a common method used when processing LiDAR data.

Another method that utilizes this principle was proposed in [37], but this time, the

Bird Eye View (BEV) projection was used. An appropriate descriptor named BVFT

was proposed, and similarly to the previous discussed method, a BoW matching

method was deployed, followed by ICP [38] refinement. Lately, approaches relying

on encoding the full scan into some sort of compressed representation have become

more popular, which resulted in the development of the popular ScanContext [39]

encoder. In this work, the authors proposed a two-step process which results in a

compressed and viewpoint invariant 3D tensor, where the position, orientation and

height of each point were encoded. The resulting global descriptors were matched

using a simple similarity score.

Lately, deep learning has been increasingly used to try and solve the LiDAR

place recognition task, first by including it into semi-handcrafted methods such as

[40, 41], where the point clouds were first pre-processed using a histogram based

method to produce rotation invariant representations, which were then fed to a

siamese neural networks, trained using the contrastive loss function in order to gen-

erate similar vector representations for similar point clouds. Likewise, the authors

in [42] followed a similar strategy by first generating a rotation invariant represen-

tation, based on the semantic segmentation of the overhead projection of the point

clouds, followed by a siamese neural network for feature extraction, and a MLP for

similarity prediction. Another semi-handcrafted method was proposed in [43]. Here

the authors started by generating an overhead projection of the point clouds, then

processed them in order to generate two types of descriptors: a global one, gener-
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ated using the NETVlad architecture [13], and a feature based one, generated using

the SuperPoint [44] architecture. Both descriptors were combined, and matching

was achieved using the SuperGlue algorithm [45]. End-to-end methods attempting

to solve this problem have been proposed too, notably in [46], based on the combi-

nation of a graph neural layer with an optimal transport layer. The network was

then trained using a distance-based matching loss that rewards closer points and

penalize farther ones, instead of the typical binary ground truth used for match-

ing. Graph neural networks were also used in [47]. Here the graph was generated

based on semantic segmentation results of the point clouds, then fed into a graph

neural network with the following steps: node embedding, graph embedding and

graph-graph interaction.

Because of the scarcity and lack of availability of accurate HD point clouds

maps, cross-modal approaches can be very useful, and researchers have been trying

to solve the place recognition challenge when having a LiDAR point cloud as input

by using freely available and sometimes opensource maps such as satellite maps or

OpenStreetMaps (OSM). Solving this typically involves the use of deep learning

since we not only have to deal with the gap in modality, but this is exacerbated

by the gap in viewpoint too. Lately, the authors in [48] proposed a method where

based on a predicted occupancy map from a satellite image, raycasting was used

to generate simulated overhead LiDAR images, which were then combined with the

overhead projections of the sensor inputs and fed into a DGCNN architecture [49]

to predict a transformation offset, but also in a NetVLAD architecture to generated

embeddings that could be used for place recognition. In [50], it was OSM that was

used as main map. By taking advantage of the buildings and roads information’s,

the authors used raycasting to generate simulated overhead LiDAR images, which

were matched with the LiDAR sensor’s input using the Scan-Context [39] descriptor
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discussed previously.

2.3.2 Metric map localization

Once the initial location is found, the robot can now start to navigate the map,

while we track its movements as accurately as possible. We call this step Map Metric

Localization which is achieved by enforcing both a temporal consistency between the

subsequent frames provided by the input sensor, in addition to a spatial consistency,

which is guaranteed by matching with the map’s region of interest and can be seen

as a correction to the first transformation that was calculates using the sensors

inputs only. This second step runs in a recurrent fashion, as long as the localization

error stays at a reasonable level, guaranteeing enough overlap between the sensor’s

outputs and the map’s region of interest.

When it comes to metric map localization using cameras, the task typically suf-

fers from the same issues faced when attempting to first solve the place recognition

step, meaning the drastic difference in viewpoint. In addition to that, we now also

must deal with classical odometry and map localization challenges such as the ac-

cumulation of positional error or the lack of sufficient overlap between the map and

the sensor output. One of the earliest solutions was proposed in [51] based on the

graph representation of the road network in OSM and the input of two cameras.

Using the same setup, in [52], the proposed approach relies on the buildings struc-

ture represented in OSM, rather than the road network. Here, buildings geometry

was extracted from the input point clouds using filtering and clustering and scored

against the OSM buildings data using a 2D scoring function based on orthogonality,

in order to keep track of the vehicle position in OSM.

The authors in [53] chose to use satellite maps instead. By using the depth

information than can be generated using a stereo camera rig, the authors trained a
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Ground-Satellite Dictionary to be able match features from both views. Localization

was achieved by first extracting features and their feature vectors from the ground

views, then queering up the aerial images containing features with the closest feature

vectors. In [54], only a single monocular camera was used to find the vehicle position

in the satellite map. This was achieved by training a siamese neural network to

predict a similarity score between ground images and aerial regions of interest (ROI).

The predicted similarity score was then used to update the weights in a particle filter

[55] in order to localize the monocular camera in the map.

While multiple methods rely on extracting and matching visual features, oth-

ers proposed to rely on extracting and matching visual landmarks instead. The

landmarks used in [56] were poles. The authors first started by constructing a pole

map by detecting poles using the disparity image that can be generated using stereo

cameras, combined with edge detection and logistic regression. Subsequently, lo-

calization was achieved by detecting poles in the same way, and then using that

information to update a particle filter, which was coupled with a Kalman Filter [55]

for additional sensor fusion. As an extension to [24], another sensor fusion method

was proposed in [57] to take advantage of the noisy GPS measurements that are

usually available: using a modified triplet loss function, the authors argue that the

rough GPS measurements of the ground and polar transformed aerial images in a

pre-defined region of interest could be used to calculate a weight capable of scaling

the contribution of each pair of images accordingly. The effectiveness of the method

was later demonstrated by combining it with a particle filter. The same authors

proposed later a more advanced method in [58] where in addition to the popular

polar transform, they introduce a geometry-constrained projective transform that

results in much more realistic ground looking images. In addition to that, a new

fine-grained cross-matching solution was proposed: Based on the prediction of their
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baseline network, a corresponding aerial image was selected, tagged with a rough

GPS location. The authors then proceed to transform the aerial image using their

proposed projective transform and a set of pre-defined positions. Finally, the SSIM

similarity loss function was used to select the best matching one.

One final camera map representation, which is still sometimes used (although

not very popular due to its sparsity), is Google StreetView. The authors of [59]

transformed the closest panoramic image available in Google StreetView according

to GPS to a set of eight rectilinear images, followed by a traditional homography-

based feature matching, using SIFT features, to keep track of the vehicles position.

LiDAR localization using a pre-built map has been the most successful approach

for autonomous driving vehicle in terms of accuracy. This is due to the rich amount

of detail typically available in such maps, since every area is the result of multiple

scans that were aligned and concatenated. 2D LiDAR localization has a long and

rich amount of published research in the robotics community, especially for indoor

scenarios. In contrast, we will mainly focus on 3D LiDAR which are more adapted

to outdoor scenarios and are typically available in modern autonomous driving cars.

Earlier methods such as [60] relied on sensor fusion and particle filters to localize

LiDAR equipped vehicles in point clouds maps. In [61] a solution to LiDAR map

localization was proposed through the design of handcrafted features that could be

matched across the map and the sensor input point clouds and which were based

on the histogram of the frequency of points clusters sizes. Some works such as [62],

only relied on the intensity field returned by the LiDAR sensor, and in [63] a method

combining features and filters to deal with noisy LiDAR data due to rainy conditions

was discussed: Feature extraction is based on the position and reflectivity of each

point, followed by a combination of a particle filter (to process for vertical features)

and a histogram filter (to process for ground features).
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The authors in [53] drew inspiration from the NDT odometry algorithm [64] and

proposed to use Gaussian Mixture Maps (GMM). By using the ground plane xy as a

2D grid, each cell in the grid can be filled using a one-dimensional Gaussian mixture

that models the distribution over that cell’s height. An efficient multi-resolution

branch-and-bound search was used to match cells and align the sensor point cloud

with the map. Compressing the 3D map into a 2D representation to achieve faster

results has also been explored in [65] which proposed to use buildings footprints to

generate a simplified segments-based map, which was then combined with NDT to

solve the localization challenge.

If the authors are using the full 3D map, they sometimes have access to labels

such as traffic lights or lanes, which can aid in the localization process. For example,

the authors in [66] proposed to take advantage of the lane information to achieve

lane-level accuracy using LiDARs. Roads were extracted mainly based on their

height information, then lanes were detected using the intensity field returned by

the LiDAR sensor. Finally, the map matching and pose tracking were achieved using

a particle filter. [67] is an extension of the lane based localization but instead uses

traffic signs (extracted using the points normals) as landmarks, and in [68], authors

used poles and curbs to localize the vehicle in a HD map. A pole cost function

and a curb cost function were proposed and fused to generate a rough guess at the

vehicle’s position.

Deep learning is very popular when talking about place recognition, so naturally

researchers try to use it with this task as well. First, some methods only rely on

the results of other neural networks to improve their localization pipeline: In [69] a

system that combines LiDAR odometry with segmap’s place recognition to reduce

the LiDAR position drift was proposed. This was achieved by taking advantage of

the matched segments and aligning them in order to finetune the transformation
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obtained by the LiDAR odometry. In [70] the authors proposed a multi-vehicle

collaborative approach aided by semantic segmentation. In the case of two vehicles

for example, the proposed system enforces a geometrical and semantic consistency

matching across the inputs of both vehicles. This produces a weighting matrix

which subsequently used in an Expectation-Maximization algorithm to align the

point clouds with the map.

End-to-end methods have also been proposed: the authors in [71] used a siamese

network, which processes the panoramic projection of different cues generated from

the point clouds (semantic labels, point locations etc.) and predicts two quanti-

ties: a similarity score representing the overlap between both inputs and a relative

yaw angle. The predictions were combined with a particle filter to achieve LiDAR

map localization. In [72], the authors proposed a network that attempts to learn

the residual value between a traditional localization system and the ground truth.

Relevant features were first extracted and fed into a miniPointNet [73] to gener-

ate their corresponding feature descriptors. A cost volume was then constructed in

the solution space (x, y, z) and regularized with 3D convolutional neural networks.

Additionally, an RNN branch was added to the network structure to guarantee the

temporal smoothness of the displacement’s predictions. Following the latest trends,

[74] proposed to use attention mechanisms to solve the self-localization challenge

in a point cloud HD map. The localization process was split in two phases: first,

a landmarks association step where points association was achieved by combining

kNN and local attention, followed by a global point cloud registration where the

associations made in the first step were fed into a pose regression network which

mainly contains a global attention/pooling layer followed by a MLP.

Cross-modal approaches have also been proposed to deal the metric map localiza-

tion step. We will focus on methods that attempt to localize LiDAR point clouds on

27



camera-based maps, such as satellite maps or OSM(-like) maps: In [75], the authors

proposed a handcrafted 4-bit semantic descriptor, based on buildings and intersec-

tions positions in OSM cropped images and LiDAR semantic range images, which

was combined with a particle filter to achieve global map localization. This work

showed that semantic segmentation can be a great tool to break the multi-modality

issue. For satellite maps, the authors of [76] also leverage the correlation of the

semantic segmentation results from both the LiDAR point cloud and the satellite

images in order to optimize the soft cost function of a particle filter. More advanced

deep learning-based methods have recently been proposed: In [77] and [78], a Gen-

erative Adversarial Network (GAN) [79] was trained to generate synthetic top view

LiDAR images based on input satellite crops. The synthetic and real LiDAR im-

ages were then both fed to a neural network to predict the value of the displacement

between frames in a cascaded fashion, by first predicting the rotation value, then

using that to predict the translation offset.

It is also possible to localize camera data in LiDAR maps. Stereo cameras are

the natural pick when trying to localize video data in LiDAR maps because we

can process their output to transform the data from 2D to 3D, which makes its

alignment with point clouds much easier: the method proposed in [80] attempted to

localize a stereo camera in a 3D LiDAR map, in this case by first relying on visual

odometry to provide an initial guess at the transformation, before fine tuning it,

using the synthetic and stereo depth maps residual alignment.

More challenging is the task of localizing monocular camera images in 3D point

cloud maps since they do not contain any depth or 3D information by definition.

Some early attempts include a method that was proposed in [81] based on the

idea of correlation between synthetic maps views and camera images. Here, the

synthetic images were populated using the intensity returned by the LiDAR sensor,
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instead of the depth data, which as a result produces synthetic images with a closer

visual aspect to the camera images. Using a discreet number of possible synthetic

images located around an initial pose guess, the authors used the Normalized Mutual

Information (NMI) to evaluate them and determine the correct vehicle pose.

As with all other challenges, solution involving deep learning were soon showing

great potential: In [82] and [83] the authors proposed CMRNET, a neural network

capable of processing as input a RGB camera image and a synthetic depth map

image and predicts as a result the relative pose between both inputs. A modified

version of PWC-Net [84] (an optical flow prediction network), was used, and the

original method was later improved with the incorporation of PnP and RANSAC

as a post-processing step.
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Chapter 3

Building Point Cloud Maps Using

Cameras and Height Prediction

3.1 Introduction

Aerial imagery analysis was known as a very tedious task owing to the low quality

of the acquired images and the lack of some appropriate automated process that

could extract the relevant information from the data. Fortunately, recent advances

in computer vision have made it possible to directly extract predefined patterns

from the images, by applying some carefully designed algorithms. Moreover, deep

learning brings in a new revolution to the field of aerial imagery analysis with more

intelligence and better accuracy. As a result, multiple deep learning challenges

related to aerial imagery processing, such as semantic segmentation [85, 86] and

object detection [87, 88], have been routinely featured each year by the geoscience

and remote sensing (GRSS) community [89],[90],[91].

This work focuses on the height prediction task that is to predict and reconstruct

the corresponding height map, or in other words, predict the height value for every
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pixel in the input aerial image. Predicting such height maps can be very useful

in the subsequent task of 3D reconstruction. By obtaining the accurate height

of each building or structure appearing in the input images, 3D models can be

generated as an accurate representation of the surrounding world. These 3D models

are crucial for GPS-denied navigation, or other fields such as urban planning or

telecommunications. Theses reconstructions are traditionally done using Structure

from Motion (SfM) [92, 93] technique with stereo camera rigs, which can be very

sensible to noise and changes in lighting condition.

Motivation: 3D reconstruction using SfM has long been known as the go-

to method to obtain 3D information from camera data. However, with the suc-

cess of deep learning, the encoder-decoder models have shown impressive result in

the monocular depth prediction task for autonomous driving cars. In the case of

height prediction for UAV’s, we propose to deploy a multi-task network to provide

high quality height maps, using only a single RGB image as input. The additional

branches that will be constructed will be tasked with predicting the semantic labels

and surface normals corresponding to the input image and feeding all this additional

information to the main branch in order to improve the height prediction. The rea-

son we chose semantic labels and surface normals are as follow: for the first, knowing

the semantic label of a certain pixel can help us get better height approximating,

for example: a pixel that is labeled as ground will have a different height than a

pixel that is labeled as building. For the second, they make it possible to improve

the height predictions at the edges, where the surface normals change drastically,

thus signaling the switch from one surface to another.

Approach: For the task of height prediction from aerial images, we propose a

multi-task learning framework where additional branches are introduced to improve

height prediction accuracy. Previous works have showed that multi-task learning
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Figure 3.1: The outputs of our multi-task network. From left to right: The input
RGB image, the output semantic labels, surface normals and height predictions.

helps improving the accuracy of height prediction networks by including semantic

labels [94]. We propose to add a third branch to the multi-task network which

will be devoted to predicting the surface normals, as shown on Fig. 3.1. In this

configuration, the main height prediction branch will have access to both semantic

and geometric guidance, improving the results of the height prediction network.

However, since the input is only an aerial image, our predictions sometimes can

be noisy due to artefacts such as shadows or unexpected changes in color. Therefore,

we introduce a refinement network which is a denoising autoencoder taking the

outputs from the prediction network, removing the noise present in the prediction

and producing a higher quality and more accurate height map. By combining these

two steps, we are able to produce results that surpass the current state-of-the-art

on multiple datasets. We are also able to produce reasonable semantic labels and

surface normal predictions without additional optimizations.

In summary, our contributions in this work are the following: (a) We propose a
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triple-branch multi-task learning network, including semantic label, surface normal

and height prediction. (b) We introduce a denoising autoencoder as a refinement

step for the final height prediction results. (c) We achieve state-of-the-art perfor-

mance on two publicly available datasets, and an extensive ablation study shows the

importance of each step in the 3D reconstruction pipeline. (d) We show through two

applications how our height prediction pipeline can be used to reconstruct dense 3D

point clouds with semantic labels.

3.2 Related Work

Multi-task learning: This learning framework aims at optimizing a single neural

network that can predict multiple related outputs, each represented by a task-specific

loss function [95]. Lately, this approach has become increasingly popular, especially

in the area of autonomous driving cars, where multiple outputs (such as object

detection, semantic segmentation, motion classification) are derived simultaneously

from the input of camera images [96, 97].

Height prediction from aerial images: This task has received a considerable

amount of attention by the deep learning and remote sensing communities, especially

after the use of UAVs to collect aerial images has become widely accessible. The

goal here is to generate a height value for each pixel in an input aerial image. In

works such as [7],[98],[99], deep learning methods such as residual networks, skip

connections and generative adversarial networks are leveraged in order to predict

the expected height maps.

Other works such as [94, 100] proposed to reformulate the task as a multi-learning

problem, by introducing neural networks capable of predicting both the height maps

and the semantic labels simultaneously. These works showed that both outputs can
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benefit from each other, during the simultaneous optimization process of the multi-

task network. We choose to extend that formulation by including a third branch in

our network tasked for predicting surface normals, which was inspired by previous

works [101, 102] in the depth prediction task for autonomous driving cars. Surface

normals are also known to be extremely useful during 3D reconstruction tasks and

are required for surface and mesh reconstruction algorithms such as the Poisson

surface reconstruction algorithm [103] or the Ball pivoting algorithm [104].

Denoising Autoencoders: Removing noise from images is a traditional task in

computer vision. Over the years, many techniques were presented in the literature

which can be broadly divided into two categories [105] : spatial filtering methods

and variational denoising methods. The spatial filtering methods can either be

linear, such as mean filtering [106] or Wiener filtering [107, 108], or nonlinear such

as median filtering [109] or bilateral filtering [110]. These filtering methods work

reasonably well but are limited. If the noise level becomes too high, these methods

tend to lead to over-smoothing of the edges that are present in the image. On

the other hand, in variational denoising methods, an energy function is defined and

minimized to remove the noise, based on image priors or the noise-free images. Some

popular variational denoising methods include total variation regularization [111],

non-local regularization [112] and low-rank minimization [113].

Lately, a new trend based on deep learning autoencoders has shown great poten-

tial on image denoising. Autoencoder is a class of popular neural networks that has

shown to be very powerful across multiple tasks such as segmentation of medical

imagery [114], decoding the semantic meaning of words [115] or solving facial recog-

nition challenges [116]. For our task, the most useful type of autoencoders available

in the literature is the denoising autoencoder. As shown in [117], autoencoders

can be trained to remove noise from an arbitrary input signal such as an image.
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Figure 3.2: Our two stage height prediction and refinement pipeline. We use
DenseNet121 to extract a global feature vector from the input aerial images, which
is used to predict the normals map, semantic labels and a first guess at the height
map (first stage, in blue). These results are concatenated with the input aerial im-
age and fed into a denoising autoencoder to generate the refined final height map
(second stage, in purple). Red boxes represent the ground truth, while green ones
represent the networks predictions.

We propose to use denoising autoencoder to refine the height predictions from the

multi-task learning network.

3.3 Method

3.3.1 Problem Formulation

Our main objective is to predict an accurate height map using only a monocular

aerial image as input. We attempt to do so by constructing a two-stage pipeline,

where two different networks are cascaded in serial. The first stage of our pipeline

is a multi-task learning network, where the main branch is tasked with predicting

preliminary height images, aided by semantic and surface normal information that

was extracted by two additional branches of the neural network. The second stage

can be seen as a denoising autoencoder: All the predictions from the multi-task

network are concatenated and fed into the autoencoder, in order to deal with noisy
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areas remaining in the height results from the first stage. This effectively produces

sharper images that are closer to the ground truth. An overview of the full pipeline

can be seen in Fig. 3.2.

Fundamentally, the height prediction task is a non-linear regression problem that

can be formulated as:

min
ψ∈Ψ

∑
i

ℓ(yi, ψ(xi)) (3.1)

where ψ : X → Y denotes the height prediction mapping function from the

feasible space Ψ, ℓ : Y ×Y → R denotes a loss function such as the least-square, xi

is the input aerial image and yi is the output height map.

Predicting height only using a single branch neural network is possible. How-

ever, previous works such as [94, 100] showed that including additional branches to

predict other related information such as segmentation labels can be beneficial for

both tasks. In our case, in addition to predicting the height maps, we also predict

semantic labels and surface normals, which provide semantic and geometric guid-

ance by augmenting the main height prediction branch with information from the

semantics and surface normal branches. More details can be found in the height

prediction section below. Hence, our ψ function can now be defined as:

ψ(xi) = {Ph,Ps,Pn} (3.2)

where Ph, Ps and Pn are the height, semantic and surface normal predictions re-

spectively, that are trying to approximate yi = {P∗
h,P

∗
s,P

∗
n} where P∗

h,P
∗
s and P∗

n

are the height, semantic and surface normal ground truth respectively. Finding a

good approximation of the ψ function can be seen as the first stage in our proposed

method.
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Regression problems such as the one we are facing are difficult to solve due to the

high number of values expected to be predicted. This makes our height prediction

Ph noisy by definition, so the use of denoising autoencoders is appropriate in this

situation.

First, we can write: Ph = P′
h + e where P′

h is the clean height value, and e the

noise inherent to our approximation of the function ψ. By introducing a denoising

autoencoder, we can approximate the noise function γ such as Ph = P′
h + γ(zi),

where zi is the concatenation of the outputs of ψ with the input aerial image xi.

This makes it possible to re-write equations (3.2) as ψ(xi) = {P′
h + γ(zi),Ps,Pn}.

We can also now define the objective of the second stage of our method such as:

min
γ∈Γ

∑
i

ℓ(P∗
h,Ph − γ(zi)) (3.3)

In this paper, our goal is to approximate both function ψ and γ by using two

cascaded deep neural networks.

3.3.2 Height Prediction Network

We solve the height prediction problem via multi-task learning where, in addition to

the main height prediction, semantic and surface normals predictions are conducted

too. We found that by re-routing the information in the semantic and surface normal

branches to the main height branch, our neural network can learn to predict more

accurate height values, especially around the edges.

Fig. 3.3 shows our multi-task learning network architecture. We propose a

convolutional neural network where we combine a pretrained encoder (tasked with

extracting relevant features from the input aerial images), with three inter-connected

decoder branches, one for each type of predictions respectively. We chose to use
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Figure 3.3: Architecture of our multi-task learning network for height, semantic and
surface normals predictions. Note that each tconv block is followed by the ReLu
function and drop out layers are inserted after each tconv layers in the main height
prediction branch.
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a DenseNet121 network, pretrained on ImageNet, as our main encoder. We show

later in the experimentation section that DenseNet121 yields the best accuracy when

compared to other popular architectures. Our decoder on the other hand is inspired

by [6] and are characterized by being able to reconstruct the expected predictions

efficiently. We list in Table 3.1 the different layers that we used.

Layer Output Size
Encoder DenseNet121 (10,10,1024)
Decoder DeConv1 (20,20,1024)

Concat (20,20,3072)
Conv11 (20,20,1024)
Conv12 (20,20,1024)
DeConv2 (40,40,512)
Concat (40,40,1536)
Conv21 (40,40,512)
Conv22 (40,40,512)
DeConv3 (80,80,256)
Concat (80,80,768)
Conv31 (80,80,256)
Conv32 (80,80,256)
DeConv4 (160,160,64)
Concat (160,160,192)
Conv41 (160,160,64)
Conv42 (160,160,64)
DeConv5 (320,320,32)
Concat (320,320,96)
Conv51 (320,320,32)
Conv52 (320,320,32)
Convout (320,320,1)

Table 3.1: Height prediction network details.

This network is optimized by using a multi-objective loss function defined as:

L = w1Lh + w2Ls + w3Ln (3.4)

where Lh = 1
n

∑n
i=1(Ph−P ∗

h )2, Ls = − 1
n

∑n
i=1 P

∗
s log(Ps), Ln = 1

n

∑n
i=1(Pn−P ∗

n)2
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and w1, w2 and w3 are weights set up according to the training dataset and the scale

of each loss function: We found that by using weights that keep all the loss functions

at the same scale, the CNN would converge faster and achieve higher final accuracy

levels.

3.3.3 Height Refinement Network

As mentioned previously, the height prediction map Ph produced by the multi-task

learning network still contains some noisy areas that must be refined in order to

generate the final height prediction P′
h. We introduce an autoencoder to estimate

the noise and produce more accurate height map predictions.

We choose the popular U-Net architecture [114] as network structure. The input

of the network is the concatenation of the multi-task network outputs Ph,Ps and

Pn with the aerial image xi, as shown in Fig. 3.2. Details of the different layers

forming the denoising network are listed in Table 3.2. The loss function used to

optimize this network is the mean square error between the refined height map and

the ground truth : Lr = 1
n

∑n
i=1(P

′
h − P ∗

h )2 = 1
n

∑n
i=1(Ph − γ − P ∗

h )2, with γ being

the noise function defined in Eq. 3.

3.4 Experiments

3.4.1 Datasets

2018 DFC [118] dataset was released during the 2018 Data Fusion Contest or-

ganized by the Image Analysis and Data Fusion Technical Committee of the IEEE

Geoscience and Remote Sensing Society. It was collected over the city of Hous-

ton, which contains multiple optical resources geared toward urban machine learn-
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Layer Output Size
Encoder Conv1 (320,320,64)

MaxPooling (160,160,64)
Conv2 (160,160,128)

MaxPooling (80,80,128)
Conv3 (80,80,256)

MaxPooling (40,40,256)
Conv4 (40,40,512)

MaxPooling (20,20,512)
Conv5 (20,20,1024)

Decoder Upsampling (40,40,512)
Concat (40,40,1024)
Conv6 (40,40,512)

Upsampling (80,80,256)
Concat (80,80,512)
Conv7 (80,80,256)

Upsampling (160,160,128)
Concat (160,160,256)
Conv8 (160,160,128)

Upsampling (320,320,64)
Concat (320,320,128)
Conv8 (320,320,64)
Convout (320,320,1)

Table 3.2: Height refinement network details.

ing tasks such multispectral LiDAR, hyperspectral imaging, Very High-Resolution

(VHR) imagery and semantic labels. Using the results of the multispectral LiDAR,

it is possible to obtain Digital Structural Models (DSM) and Digital Elevation Mod-

els (DEM), which, if subtracted from one another, produces height maps that we

can use as ground truth. Four tiles of data are used for training while ten tiles are

used for testing.

ISPRS Vaihingen [119] dataset was released during the semantic labeling

contest of ISPRS WG III/4. It was collected over the city of Vaihingen, Germany

and consists of very high resolution true ortho photo (TOP) tiles, corresponding

Digital Surface Models (DSM) and semantic labels. As it is usually done when

41



dealing with this dataset, we use the normalized DSM (nDSM) produced by [120]

as ground truth for our height prediction. Sixteen tiles were used for training while

seventeen tiles are used for testing.

Surface normal maps: The surface normal maps for both dataset are gener-

ated using the given height maps, following practices usually used for surface normal

estimation from dense depth maps based on the Sobel operator [121]. The details

are listed in Algorithm 1.

Algorithm 1 Surface normals generation

Input: Height map Ph
Ouput: Surface normals map Pn
zx← Sobel(Ph, 0)
zy ← Sobel(Ph, 1)
N ← stack(−zx,−zy, 1)

Pn ← N/∥N∥
2

+ 1
return Pn

3.4.2 Implementation Details

Our training process is not end-to-end. This is due to the formulation and loss

function that we chose in the second network, which assumes that the first network

is trained when trying to approximate the noise that it could generate. Instead,

we follow a two stages approach: we first remove the denoising autoencoder and

only focus on training the multi-task network. To do so, random 320x320 crops

are sampled from the aerial tiles and corresponding semantic, surface normals and

height ground truth are used for training. Once the multi-task network converges,

we freeze its weights and then plug into the denoising autoencoder to obtain the

final height predictions. We train this second network following the same random

sampling process used to train the first one. We use Tensorflow [122], a learning

rate of 0.0002, a batch size of 64, the Adam optimizer[123] and a single RTX2080Ti
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Figure 3.4: Qualitative comparison of a reconstructed tile from the testing dataset.
From left to right: The input RGB tile, the height prediction and the height ground
truth.

to train both stages. During training, we saw that altering the network’s hyper

parameters can sometimes have a slight effect of the convergence speed, but no

significant effect on the final accuracy level.

Note that in the case of the DFC2018 dataset, the input VHR aerial tiles are

ten times bigger than their corresponding DSM, DEM and semantic labels. To deal

with that, we first down sample the aerial tiles ten times before starting to collect

training crops.

3.4.3 Results

Height prediction results: The aerial tiles were reconstructed using a sliding

window of the same size as of the training samples and with a constant step size.

We use Gaussian smoothing to deal with overlapping areas. This makes it possible

to deal with cases where different crops of the same area produce different height
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values, while also protecting the final result from the ”checkerboard effect”. We

report the results of our height prediction and refinement pipeline on both datasets

in Table 3.3, where we use the mean square error (MSE), the mean absolute error

(MAE) and root-mean-square error (RMSE) as metrics, all in meters. We also show

a qualitative comparison in Fig. 3.4. When comparing with previous proposed

methods in the literature, we can see that by using our multi-task network combined

with the refinement step, we are able to surpass the state-of-the-art performance

across all metrics on both datasets, with improvement up to 25%.

We credit this increase in accuracy to multiple factors. Firstly, the choice of

our encoder (in this case DenseNet121), which is capable of extracting features that

are relevant to this task. The second is the context information brought by our 2

additional branches in the multi-task prediction network. Knowing if a pixel falls

on a building rather than the road, in addition to the orientation of its associated

surface normal vector, helps the network predict height values better. Finally, the

denoising autoencoder helps us deal with certain artefacts that tend to confuse the

prediction network. We provide numerical analysis of these observations in the

ablation study.

It is also interesting to note that we are able to achieve similar scores to methods

which were trained on the high-definition aerial tiles directly without any down

sampling as shown in Table 3.4. For reconstruction of the same sized area, such

networks would take much longer processing time and significantly more computing

resources than our proposed method.

Missing values in Table 3.3 were not reported by the cited publications. We

also exclude the results reported by [99] because it did not follow the same train-

ing/testing split of the data.

Semantic label and surface normal predictions: Although this work does
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ISPRS Vaihingen 2018 DFC
Method MSE MAE RMSE MSE MAE RMSE

Ours 0.0042 0.036 0.062 6.92 1.37 2.57
Carvalho [94] 0.0060 0.045 0.074 9.34 1.53 2.97

Srivastava [100] - 0.063 0.098 - - -
IMG2DSM [98] - - 0.090 - - -

Table 3.3: Comparison with other height prediction methods on the ISPRS Vaihin-
gen and the 2018 DFC datasets in meters.

Method MSE MAE RMSE Time (s) Input Resolution
Ours 6.92 1.37 2.57 72 1192x1202

Carvalho VHR [94] 7.27 1.26 2.59 774 11920x12020

Table 3.4: Comparison with method trained on VHR aerial images.

not focus on the semantic label and surface normal predictions and only uses them

to improve the height predictions, we share the results of those two branches and

compare them with available methods in the literature in Table 3.5. Our results

in Table 3.5 show that our multi-task network is able to produce semantic label

results that are comparable with the state of the art on the Vaihingen dataset

and acceptable ones on the DFC2018 (which has 20 classes compared to the 6 of

the Vaihingen dataset). We use the following metrics for the semantic segmentation:

The overall accuracy (OA), defined as the sum of accuracies for each class predicted,

divided by the number of class, the average accuracy (AA), defined as the number

of correctly predicted pixels, divided by the total of pixels to predict and Cohen’s

coefficient (Kappa), which is defined as Kappa = p0−pe
1−pe , such as pe is the probability

of the network classifying a pixel correctly and p0 is the probability of the pixel

being correctly classified by chance. The network is also able to produce meaningful

surface normal maps as seen on Fig. 3.1. Missing values in Table 3.5 were not

reported by the cited publications.
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ISPRS Vaihingen 2018 DFC
Semantic Labels

Method OA AA Kappa OA AA Kappa
Ours 85.6 74.8 80.1 51.89 47.01 49

Carvalho [94] 87.7 85.4 75.9 64.70 58.85 63
Srivastava [100] 78.8 73.4 71.9 - - -

Cerra [124] - - - 58.60 55.60 56
Fusion-FCN [125] - - - 63.28 - 61

Surface Normals
Method MSE MAE RMSE MSE MAE RMSE

Ours 0.0115 0.0642 0.1066 0.0620 0.2119 0.2572

Table 3.5: Semantic labels and surface normals results on the ISPRS Vaihingen and
the 2018 DFC datasets.

3.4.4 Discussion

Height refinement: To demonstrate the usefulness of the aforementioned refine-

ment network, we test our method with and without the denoising autoencoder,

on both datasets. In Table 3.6, we compare the results obtained after both exper-

iments and show that the refinement step always produces more accurate height

maps, resulting in an increase of up to 16% in accuracy. By combining the infor-

mation present in the semantic and surface normal inputs with the initial guess

of the height produced by the previous network, the refinement network is able to

concentrate on noisy areas where the height values are abnormal and fix them au-

tomatically. In addition, we compare our deep learning based denoiser with other

popular non-learning denoising algorithms such as Bilateral Filtering (BF) [110] and

Non-local Means (NIM) regularization [112].

We also show qualitatively on Fig. 3.5 that the refinement height maps are

much closer to the ground truth and contains less noise than the direct output of

the multi-task network.

Choosing the right encoder : Our network structure for height prediction
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ISPRS Vaihingen 2018 DFC
Method MSE MAE RMSE MSE MAE RMSE

multi-task only 0.0045 0.043 0.065 7.36 1.50 2.64
multi-task + BF 0.0046 0.043 0.065 7.27 1.51 2.62

multi-task + NIM 0.0045 0.043 0.065 7.34 1.48 2.63
multi-task + Unet 0.0042 0.036 0.062 6.92 1.37 2.57

Table 3.6: Comparison of our height prediction methods with and without refine-
ment, on the ISPRS Vaihingen and the 2018 DFC datasets in meters.

Figure 3.5: Qualitative comparison. From left to right: The input RGB image, the
height prediction of our multi-task network, the refined height map of our denoising
autoencoder and the ground truth.

is generic, since any off-the-shelf encoder can be used in the first stage to extract

features from the input aerial image.

However, we show in Table 3.7 that DenseNet121 outperforms other popular

encoder structures and produces the most accurate height maps. This is owing to

the fact that DenseNet121 is much deeper than the other two networks and contains

a higher number of skip connections between layers, making it possible to extract

much finer features from the input image. All the networks are trained for the same

number of epochs and using the same hyper parameters, such that it ensures the
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Encoder MSE MAE RMSE
ResNet101 [126] 18.95 3.33 4.19

VGG19 [127] 8.57 1.87 2.85
DenseNet121 [128] 7.36 1.50 2.64

Table 3.7: Encoder comparison on the DFC2018 dataset in meters.

fairness when comparing both the convergence speed and accuracy scores.

Geometric and semantic guidance : In this section, we show the effect

of the geometric and semantic guidance in our method in both height prediction

and height refinement stages. First, we show in Table 3.8 that using a multi-task

network instead of a single task one improves the overall height prediction results.

We also show in Table 3.9 that by concatenating all the results of the first stage as

the input to the denoising autoencoder, we are able to generate more accurate and

refined results compared to only using the height image as input. This shows that

the semantic and geometric context information brought by two additional branches

assist in producing more accurate height values.

ISPRS Vaihingen 2018 DFC
Method MSE MAE RMSE MSE MAE RMSE

single-task 0.0048 0.046 0.067 8.17 1.64 2.78
multi-task 0.0045 0.043 0.065 7.36 1.50 2.64

Table 3.8: Comparison of height prediction results of single and multi-task networks
in meters.

ISPRS Vaihingen 2018 DFC
Method MSE MAE RMSE MSE MAE RMSE

single-input 0.0043 0.037 0.063 7.13 1.47 2.62
multi-input 0.0042 0.036 0.062 6.92 1.37 2.57

Table 3.9: Comparison of height refinement results of single and multi-input denoiser
in meters.
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Finding the right reconstruction step : The accuracy of our final tile recon-

struction depends also on the step size of the sliding window that we choose when

collecting the aerial crops. We show in Table 3.10 the different results corresponding

to different step sizes. We found that a step size of 60 pixels results the best across

both datasets.

ISPRS Vaihingen 2018 DFC
Step MSE MAE RMSE MSE MAE RMSE
80 0.00421 0.0363 0.0625 6.98 1.38 2.58
60 0.00420 0.0362 0.0623 6.92 1.37 2.57
40 0.00421 0.0362 0.0623 6.93 1.37 2.58

Table 3.10: Comparison of our reconstruction results (meters) based on the step
size (pixels).

Visualizing the uncertainty : In order to investigate the performance of our

pipeline more thoroughly, we generate uncertainty maps according to the method

proposed in [129]. The results are displayed in Fig. 3.6 and show that most of the

prediction errors can be attributed to the areas such as the edges of buildings due

to the sudden changes in brightness and color, and trees where shadows introduce

a significant amount of color noise.

3.5 Applications

In this section, we propose two applications to show how to take advantage of

the results generated by our proposed pipeline. The first is 3D reconstruction of

select buildings from a single aerial image. In the second application, we simulate

a UAV flight over a certain area and show that we can reconstruct the entire 3D

area by combining odometry and aerial images. In comparison to the classic SfM

algorithm, our method provides a significant gain in speed, accuracy and density.
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Figure 3.6: Uncertainty results. From left to right RGB Image, Height Prediction,
Uncertainty Map. Prediction errors are mostly concentrated around the edges.

More importantly, our proposed method requires significantly smaller number of

images since only minimal overlaps are necessary when taking the aerial shots.

3.5.1 Single Aerial Image 3D Reconstruction

Usually, in order to reconstruct the 3D shape of a building, multiple shots from

multiple angles with significant overlap are necessary in order to apply the sequential

surface from motion algorithm. We show in Fig. 3.7(b) that owing to our multi-task

network, we are able to produce accurate 3D point clouds of the buildings using a

single image only.

The proposed method is also capable of generating semantic point clouds in

Fig. 3.7(c) and 3D meshes of buildings and their surrounding areas in Fig. 3.7(d)

by leveraging the semantic labels and surface normals generated by the networks.

Specifically, semantic point clouds are generated by projecting the semantic labels

onto the point clouds, while the meshes are generated by combining the surface
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Figure 3.7: 3D reconstructions using a single image. (a) RGB Image, (b) Height
Colorized Point Cloud, (c) Semantic Point Cloud, (d) RGB Colorized Mesh.

normals with the reconstructed point clouds using the ball pivoting algorithm [104].

3.5.2 Area Reconstruction with Simulated UAV Flight

3D reconstruction of urban areas is a very useful application. Similarly to what

we mentioned in the first application, reconstructing an entire area would generally

require a series of captured images with significant overlaps, by flying the drones in

multiple passes over the same area, in order to generate a semi-dense point cloud.

In our case, we show in Fig. 3.8 that by using a single pass with a small number of

captured images and minimal overlap (only to avoid gaps in the final reconstruction)

we are able to produce accurate and dense 3D reconstructions. We also note that

when we feed the same data to an SfM algorithm, it typically leads to failures since

only a small number of features can be matched among the single-pass aerial shots.
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Figure 3.8: 3D reconstructions from simulated UAV flight. From left to right:
Positions of the UAV images, Reconstructed 3D scene.

The data is collected by simulating a constant altitude UAV flight over a certain

neighborhood in one of the tiles available in the testing datasets. The odometry is

assumed to be known from on-board IMU or GPS sensors.

3.6 Summary

In this work, we propose a deep learning based two-stage pipeline that can predict

and refine height maps from a single aerial image. We leverage the power of multi-

task learning by designing a three-branch neural network for height, semantic label

and surface normal predictions. We also introduce a denoising autoencoder to refine

the predicted height maps and largely eliminate the noise remaining in the results

of the first stage height prediction network. Experiments on two publicly available

datasets show that our method is capable of outperforming state-of-the-art results in

height prediction accuracy. In future work, we plan on exploring the computational

efficiency of the proposed neural networks for their applications towards real-time
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processing of aerial images. Future works include the use of additional connection

between the three branches of the multi-task network in the first stage, or the addi-

tion of graph neural networks in the second denoising stage order to take advantage

of the spatial connections between different segmented classes.
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Chapter 4

Labeling Point Cloud Maps Using

Cameras and Deep Learning

4.1 Introduction

During the last couple of decades, autonomous driving has become one of the most

researched topics in the scientific community. This stems from the fact that sci-

entists, governments and people in general are starting to realise the huge positive

impacts that autonomous driving could have on our daily lives: According to [130],

self-driving cars could reduce traffic fatalities by up to 94% by eliminating the acci-

dents that are due to human error.

The race toward full autonomous driving cars, or level 6 autonomy such as it

categorized by SAE International, has given rise to multiple new fields and was

the catalyst to launch or greatly improve several new disciplines. This manifested

itself in the field of deep learning, which has made it possible today to achieve

a respectable level of autonomy when driving on roads that fall into the classic

scenario box. Lanes and roads (or driveable regions) detection can be achieved with
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neural networks trained to excel in task related to pixel-wise segmentation of images

captured by cameras [131],[132],[133], making the car aware of where it is safe to

drive. Other types of networks are trained to detect obstacles and classify them into

several independent classes [134],[135],[11], sometimes with the help other sensors

such as radars to mitigate the accuracy issue when it comes to depth and 2D images.

This helps the car drive safely by avoiding obstacles on the road and take account

of traffic rules represented by traffic signs or traffic lights.

Figure 4.1: Point cloud, lanes coordinates and driveable region limits generated by
our pipeline.

This approach has multiple advantages that revolve mostly around the real time

aspect of the method and the fact that it is mostly built on top of cheap sensors.

However, methods based solely on deep learning and cameras, while being very

performant in highway scenarios for example, cameras are bound to fail when de-

ployed in urban scenarios because cameras have major weaknesses, mostly related

to brightness issues. These weaknesses could be covered by fusing the camera data

with other more powerful and accurate sensors, such as LiDARs. This introduces

the most accurate method to date to navigate and drive autonomously in urban

areas: using HD Maps.

HD Maps are a combination between 3D point clouds and relevant semantic

information. 3D point clouds can be used for localization by match the incoming
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scans of the LiDAR when driving, with the pre-build and stored 3D point clouds.

However, in order for these point clouds to be used for autonomous navigation,

additional data has to be stacked on top of it: Information such as the position of

the lanes, roads or traffic signs has to be labeled in order for the car the navigate

safely while respecting basic traffic rules.

Motivation : The usual solution used today to label pre-built maps is to man-

ually label them and store them. The shortcomings of this method are: the lack

of accuracy, the high financial and labor cost in addition to how time consuming it

can be. For the HD maps model of localization to be scalable, we need to introduce

automation in the building and labeling process of these maps, where most of the

work is done by the machine, and the human is only there to supervise, correct or

validate.

Approach : A different approach would be to use the great results achieved

by neural networks not to navigate directly on the road, but to build and label HD

Maps offline before deploying them on cars. Therefore, we propose in this paper to

use deep learning to automate the labeling process of HD Maps, by combining them

with other methods to guarantee accuracy and robustness. This is done by first

prediction relevant semantic labels on the input camera images. The predictions are

then processed by removing outliers, introducing smoothing or clustering, in order

to generate waypoint-based labels that can be used by the autonomous vehicle to

safely navigate in the mapped environment. Our contributions can be summarized

as a collection of algorithms and pipelines aiming to automatically label HD Maps

for urban autonomous driving.
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4.2 Related Work

Used by many major companies in the autonomous driving business and research

community such as Waymo or Autoware [136], navigation using HD Maps has proven

to be the most robust method up to date. HD Maps are maps based on laser

data collected using a LiDAR sensor. The most recent HD maps are built using a

360 rotating LiDAR sensor, where after each full rotation, a scan is packaged and

sent to the computer. Multiple scans are then accumulated in order to generate a

point cloud where the 3D geometry of the surrounding environment is represented.

Accumulating these scans can be done using multiple approaches: The output of an

Extended Kalman Filter (EKF) [137] where IMU and odometry data have been fused

can be used to align the point clouds. Other methods based on feature detection

and feature matching [138],[139] allows us to find the right translation and rotation

between two consecutive scans. Another approach based on an algorithm called the

Iterative Closest Point (ICP) algorithm [140] can be used: the ICP is an algorithm

designed to minimize the difference between two point clouds and thus finding the

right transformation between them. ICP was the leading and most robust algorithm

to align two consecutive point clouds until it was surpassed by the 3D Normal

Distribution Transform (3D NDT) algorithm [141].

The 3D NDT algorithm was proposed by M. Magnusson et al. in order to help

the deployment of autonomous mining vehicle. It builds on the 2D method of the

same name [142] by transforming the point cloud into a probability density function

which can be used with Newton’s algorithm to match another point cloud.

In his paper, M. Magnusson shows that the 3D NDT algorithm outperforms

the ICP algorithm, which was the standard 3D matching algorithm at that time.

In order to improve both the speed and accuracy of the 3D NDT algorithm, an
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EKF is used to fuse both IMU and GPS data to generate an initial guess of the

transformation that is passed to the 3D NDT algorithm as a starting point for the

minimization procedure.

After constructing the point cloud, it is it is necessary to add semantic infor-

mation to it such as lanes and driveables regions in order for the car to be able to

autonomously navigate itself. Traditionally, the way this information is labelled on

the point cloud is by using a manual method. As an example, Autoware gives access

to their user to an online tool named Vector Mapper, where they can load up their

pre-constructed point clouds and label them manually. The labels are then exported

and available for download as CSV files, called Vector Maps. However, manual la-

beling of point clouds tends to be extremely tedious, time consuming and not as

accurate as we would like it to be. Also what could be a one step process is now

divided into two independent ones where the point cloud is first built as first step

then labeled as a second one. Since most of the information that is being labelled

can be generated from deep learning networks, we propose in this paper to bypass

the manual labeling process and use the predictions generated by the networks to

label the point cloud automatically. We also propose other post-predictions methods

to mitigate the false positives and uncertainty that tend to occur sometimes when

using deep learning.

The deep learning networks that we deploy in this process (namely LaneNET

and FCN8s) are monocular camera based and not LiDAR based. This choice stems

from the fact that the level of accuracy reached by camera-based networks has yet to

be matched by the LiDAR based ones and also by the fact that deploying multiple

LiDAR networks at the same time will require a lot more processing power. The

LiDAR might outperform the camera when it comes to range, but our algorithm here

relays on accumulating information from successive samples which helps covering a
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larger amount of space. In order to fuse both the camera predictions and the LiDAR

point clouds, a transformation consisting of a translation and rotation between the

camera and LiDAR is needed and can be found using a Lidar-camera calibration

method. One of the proposed methods in the literature, which we used in this paper,

is described in [143].

4.3 Methods

4.3.1 Mapping Pipeline

The mapping pipeline presented in this paper concentrates on constructing the 3D

geometry of the surrounding environment. This is done thanks to the 3D NDT

algorithm, used to align successive LiDAR frames, that were collected during a pre-

defined path. For clarity purposes, we define two frames: The map frame Fm, which

the origin of is the center of the first scan at the start of the map, the car frame Fc,

which the origin of is the center of gravity of the autonomous car and the LiDAR

frame Fl which the origin of is the center of the LiDAR sensor.

4.3.2 Road labeling

After building the map offline, we proceed to deploy our automated road labeling

pipeline. We define a road R as polygone in the Fm frame limiting the areas where

it is possible to drive, but not necessarily legal to do so. Road labeling is performed

for two main reasons :

• It can guide the autonomous car when no lanes are present on the road, as it

is sometimes the case for one way streets.
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• It will help us later when doing lane labeling.

The road is detected using the camera, projected on the LiDAR data, refined

to remove outliers and then accumulated onto the pre-built map using the output

of the 3D NDT algorithm. We then compute the region occupied by the road and

extract the road limits. We will explain each of these steps in the following. Fig.

4.2 shows an overview of the road labeling pipeline.

Figure 4.2: Road labeling pipeline

Detection : For detecting the road we use a Fully Convolutional Network. We

apply the network to the front camera data, in order to segment the image into 2

regions: Road and Not Road. This results into a binary image that we will use in

combination with the Lidar-Camera calibration to segment the point cloud of the

road.

Projection : We start by using the camera parameters to crop the 360 point
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Figure 4.3: Histogram of the elevation z of the road point cloud.

cloud, so that we are only operating on the points that fall within the field of view

of the camera. Then, using the Lidar-Camera calibration, we project the image on

top of the point cloud while making sure that the color information from the image

is preserved and transferred to the point cloud. This results into a binary point

cloud where the road points are colorized differently than other points on the point

cloud.

Curb detection : At this point, if the road detection results from the FCN were

perfect, the labeling process would be done. However, this is not the case, since

the road detected by the FCN tends to bleed on the edges of the curb, especially

when the curb is hard to distinguish in the pictures because of shadows, brightness

changes or the curb being too small. This means that we need to refine the results

from the FCN by detecting if any curb portions were included into the predictions.

In order to do so, we use the colorized point cloud and the elevation according

to the z axis. We start by extracting the road point cloud from the colorized point
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Figure 4.4: Road labeling before (Red) and after (Green) the curb detection.

cloud that we obtained previously using a color segmentation-based method, and

then, as it is shown in Fig. 4.3 we display the elevation of the points in the road

point cloud as histogram. This shows us that the points in the extracted road

point cloud follow a bimodal distribution, meaning a distribution that contains two

peaks, or in other word, two normal distributions with means µ1 and µ2 respectively

and standard deviations σ1 and σ2 respectively. This makes sense because the

first normal distribution represents the points on the curb, and the second one the

points on the road. In this scenario, detecting the curb consists of separating the

bimodal distribution into two normal distributions and excluding the distribution

representing the curb points. In order to do that, we use a method commonly

employed in computer vision for segmentation and clustering purposes called the

Otsu method [144].

The Otsu method, applied to a bimodal distribution, calculates the optimum

threshold separating the two classes (in our case “road” and “curb”). This makes

it possible to exclude most of the points that lay on the curb as it shown on Fig.

4.4 and leaves us with a portion of points, which the elevation of, follows a normal

distribution with a mean µ1 and standard deviation σ1. As a final check, and to

remove the rest of the outliers still present, we apply the 68–95–99.7 rule to the

resulting distribution and exclude all the points which the elevation lay outside of

µ1 − σ1 and µ1 + σ1.
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Region Extraction : In order to extract the limits of the driveable area, we

need to compute the contour of the road point cloud projected onto the (x, y) plane.

This is achievable by using a Concave Hull (CH) [145].

The CH is an algorithm based on the k-nearest neighbours approach and designed

to generate a envelope describing the area occupied by a set of points in a plane.

The envelope generated by the CH is used to generate a polygone describing the

driveable area.

4.3.3 Lane labeling

We define a lane L as a set of points L = {p1, p2, ..., pn} where pi = {xi, yi, zi} are the

coordinates of the i′th point in the Fm frame. Lane labeling is performed in order to

help the autonomous car navigation process on the road by keeping it centred. The

lanes are detected using the camera data, projected on the LiDAR data, clustered

and smoothed to generate meaningful waypoints and then accumulated with the

previous scans using the output of the 3D NDT algorithm. We also generate the

missing lanes that were not detected in the camera data. We will explain each of

these steps in the following. Fig. 4.5 shows an overview of the lane labeling pipeline.

Detection : For lane detection, we use LaneNET. This network was selected be-

cause it is able to detect all the lanes that are visible from the front view camera and

not only the ego lanes. The network outputs a mask image of the same size as the

input image, where the pixels belonging to the lanes are labeled and color coded.

Similarly to what we did for the road labeling, the mask image will be combined

with the Lidar-camera calibration to generate a lanes point cloud.

Projection : Since the Lidar-camera calibration will become less accurate the
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Figure 4.5: Lane labeling pipeline

further we are from car, we start by cropping the “camera field of view point cloud”

to a certain distance L from the origin of the Fc frame before projecting the lanes

on it. This helps preserving the shape of the lanes as we will be accumulating the

projections and point clouds while advancing. Once again, we make sure that lanes

in the resulting point cloud are colorized differently than the rest of the point cloud

it was projected on. Finally, using a color segmentation method, we extract the

points belonging to the lanes to form a “lanes point cloud”.

Clustering & smoothing : The generated lanes point cloud is noisy and does

not always follow a coherent geometry. Therefore, we set up a series of clustering

and smoothing steps that will be applied to the lanes point cloud in order to gen-

erate a series of waypoints that could be used by the autonomous car to know the

positions of the lanes in the space. The smoothing and clustering is applied on two

different levels: first in the LiDAR frame Fl when dealing with a single frame, then

second in the map frame Fm when the current frame has been accumulated with
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the previous ones using the output of the 3D NDT algorithm.

We first start, in the Fl frame, by dividing the resulting lanes point cloud into

equally separated Regions of Interests (RoI) in order to operate on the different

lanes independently. These lanes are then clustered following the method proposed

in [146] which is mainly based on the Euclidean distance between neighboring points,

and which generate 3 points that describe the geometry and curvature of the lane.

These points are then smoothed by being fitted to quadratic function before being

transformed into the Fm frame and accumulated with the previous scans using the

result of the 3D NDT algorithm. When in the Fl frame, the clustering follows the

same method used in the first step, but with a higher tolerance and the smoothing

is done by fitting the points to a logarithmic curve instead of a quadratic one.

We define the smoothing index N as the index in the lane L from where the

smoothing process starts and the “look-back” parameter l that defines how much of

the full lane do we want to include in the smoothing process. The smoothing and

clustering of the lane points will be applied if certain criteria are met :

1. If the accumulated distance of the lane portion is superior to a threshold L1,

that lane portion is smoothed, and the smoothing index, is moved to the N ′th

position, where N = n −m − l with n being the size of the full lane point L

cloud and m the size of the last lane portion L′ = {pn+m, pn−m+1, ..., pn} that

was added during the last scan.

2. If we receive S scans without lane points, signaling the presence of an inter-

section for example, that lane portion is smoothed and the smoothing index

is moved to the n′th position, where n is the size of the full lane point cloud.

3. If the accumulated distance of the lane portion is superior to a threshold L2,

that lane portion is clustered in order to produce reference points.
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Setting up the thresholds L1, L2 and l is critical in order to obtain lane points

that are not too curved/straight or too dense/light.

Lane completion : One of the other imperfections of deep learning that we need

to deal with is missing lanes. LaneNET will sometimes not be able to detect a lane

either because of a sudden change in brightness/contrast, the lane not being in the

field of view of the camera, or the lane simply not being drawn on the road. We

deal with this issue by combining the successful lanes that were detected, our curb

detection algorithm and the fact that the lanes on the road are parallel.

We first start by using the curb detection results to check if all the lanes were

detected : based on the position of the curbs and the lanes width (which is derived

from the successful detections), we can conclude if the right number of lanes was

detected. If a certain lane is missing, we use the closest left or right lane to it to

generate it by fitting the lane points obtained from the last scan to a quadratic

curve and then combining the normals to the curve at each of those points with the

lanes width to generate a new lane.

4.4 Experiments

4.4.1 Experimental Setup

Our experimental setup consists of a Lincoln MKZ, equipped with one Velodyne

Lidar VLP-16 and one FLIR PointGrey RGB camera. Both sensors are recording

at 10 Hz and 30 Hz respectively. The car is also equipped with an IMU/GPS to

assist the 3D NDT algorithm. The data is synchronized and recorded thought the

Robot Operating System (ROS) as ROS bags and processed offline. Fig. 4.6 shows

an image of our experimental setup vehicle.
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Figure 4.6: Vehicle used for data collection.

We recorded and built multiple HD maps using the pipeline, from which we

selected 5 scenarios.

Fig. 4.7 shows satellite imagery of the 5 selected areas. Each of these scenarios

was selected for a specific reason:

• straightRoad was selected to demonstrate the effectiveness of the curb detec-

tion step in the road labeling pipeline.

• curvedRoad was selected to demonstrate the accuracy of the Smoothing and

Clustering step in the lane labeling pipeline.

• mergeLane was selected to demonstrate that the lane labeling pipeline is able

to handle scenarios where new lanes appear and that we are not restricted to

the lanes that we started with.

• intersection was selected to demonstrate the results of merging multiple maps.

• highway was selected to demonstrate that the labeling pipeline is still effective

in significantly bigger areas.
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Figure 4.7: Aerial imagery of the selected areas.
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Table 4.1: Scenarios details.

Scenario Number of recordings Number of LiDAR scans Driveable region area (m2) Number of lanes
straighRoad 1 123 1374 3
curvedRoad 1 145 1346 3
mergeLane 1 112 1296 4
intersection 3 321 3282 6
highway 2 169 6173 7

The ground truth was manually labeled using the intensity of the LiDAR point

cloud and satellite imagery as reference. When building and labeling our HD Maps

using our automatic pipeline, we select key-frames from the LiDAR scans based on

the synchronization with the camera and we set our thresholds such as L1 = L2 = 30

meters, l = 5 and S = 5. Table 4.1 presents some statistics regarding each scenario.

Since we run our experiments on our own data, that no public labeling dataset is

currently available and that we do not have access to any similar works code, we

only compare our results to the ground truth.

4.4.2 Road Labeling

We present the results of our road labeling pipeline : Fig. 4.8 shows a qualitative

comparison between the manually labeled ground truth and automatically labeled

roads, with and without the curb detection algorithm. Table 4.2 lists the errors in the

areas occupied by the road polygon before and after the curb detection algorithm.

The results show that the curb detection algorithm is very effective in excluding the

points that do not belong to the road. However, traffic on the road can sometimes

lead to results where valid road points are excluded, as it is the case during the

mergeLane recording. A potential solution would be to detect the objects on the

road and exclude the points that belong to those objects before applying the curb

detection algorithm.

When applying the curb detection algorithm, we found that obtaining great

results depends highly on the number of bins we set when construct the elevation
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Figure 4.8: Qualitative roads comparison : Red is the ground truth, Blue is before
the curb detection, and Green is after.
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ϵ1 ϵ2 δ
straighRoad 0.232 0.008 0.16
curvedRoad 0.261 0.034 0.22
mergeLane 0.252 0.127 0.30
intersection 0.357 0.017 0.18
highway 0.007 0.160 0.32

Table 4.2: Errors in the areas occupied by the labelled road. ϵ1 and ϵ2 are the errors
(m2) before and after the curb detection respectively. δ represents the percentage
of points that were excluded.

Table 4.3: Errors in the areas occupied by the automatically labelled road depending
on the number of bins in the elevation histogram.

Number of bins 5 10 25 50
Error value 0.263 0.051 0.167 0.008

histogram of the road point cloud that will be fed to the Otsu method. Table 4.3 lists

the error values when varying the number of bins between the values {5, 10, 25, 50}

on the straighRoad scenario. We chose that example due to similarities in color

and shade between the curb and the driveable region which tends to mislead the

FCN network.

4.4.3 Lane Labeling

We also present the results of our lane labeling pipeline: Fig. 4.9 shows a qualitative

comparison between the manually labeled ground truth and automatically labeled

lanes. Table 4.4 lists the translation error mean values and the standard deviations

in x and y of the automatically labelled lanes from the ground truth. When being

evaluated, both the maps generated from the intersections and highway were split

into two maps representing each of the roads present. These results show that the

lane labeling pipeline is capable of accurately labeling the lanes and generating the
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Lane1 Lane2 Lane3 Lane4 σx σy
straighRoad 0.918 0.605 0.300 N/A 0.102 0.190
curvedRoad 0.941 0.788 1.395 N/A 0.325 0.525
mergeLane 0.977 0.943 0.562 0.877 0.282 0.468
intersection1 1.238 0.409 0.583 N/A 0.384 0.303
intersection2 0.635 0.951 1.054 N/A 0.634 1.101
highway1 0.507 0.625 0.764 N/A 0.613 0.619
highway2 0.585 0.583 0.618 0.565 0.726 0.340

Table 4.4: Translation error (m) between the automatically labeled lanes and the
ground truth.

missing ones. However, this last part is highly dependent on the success or not of

the road labeling pipeline in finding the furthest curb.

4.4.4 Discussion

As the results show, automatic labeling from deep learning results is a viable option

to replace human labeling when building HD Maps. However, some practices need

to be taken in account in order to generate acceptable results:

• Weather : The recording should be gathered during good weather and prefer-

ably during a time of the day where sun reflections will not be an issue. This

makes it easier for the deep learning network to detect lanes or road bound-

aries.

• Traffic : The recording should be gathered during a time where traffic is at

its minimum. Cars on the road tend to throw off the curb detection algorithm

by adding noise to the road point cloud and thus to the elevation histogram.

• Merging maps : Areas such as intersection or exit lanes need multiple record-

ings to be reconstructed. The recordings should cover as much overlapping
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Figure 4.9: Qualitative lanes comparison : Red lanes are the ground truth and
Green ones are automatically generated.
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areas as possible to facilitate their merger. GPS data should be collected

also to help construct an initial guess of the transformation between the maps

generated by the different recordings.

4.5 Summary

In this work, we proposed a pipeline designed to automatically label HD Maps

for autonomous driving cars. The pipeline relies on the results of deep learning

networks trained to detect the driveable areas and the lanes. These results are then

automatically post-processed in order to be corrected, improved or completed. A

comparison between the results of our pipeline and a manually labelled ground truth

proved the accuracy and effectiveness of the methods employed in this work. Future

work includes automatic labeling of more details on the HD Maps such as traffic

sign and traffic lights. Future works include the extension of this pipeline to the

traffic light and traffic signs labeling, by using a similar method based on 2D camera

object detection.
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Chapter 5

Localizing Point Cloud Scans in

OpenStreetMaps

5.1 Introduction

Localization is one of the key modules in an autonomous driving system. Knowing

the precise location of the vehicle is critically important to perception and controls.

LiDAR sensors have been proven to be very useful when attempting to solve localiza-

tion challenges [147, 148, 149, 71], owing to their accurate and dense representations

of the vehicle’s surroundings. The localization results achieved by LiDARs can be

further enhanced based on pre-built 3D maps [150, 72]. These 3D maps, sometimes

called HD maps, are built by concatenating successive point clouds that were aligned

by using additional data from other sensors (e.g., differential GPS), or by using a

complex SLAM pipeline, which would typically include practices such as loop clo-

sure. Then the HD maps need to undergo a labelling process, either manually or by

using an automated process [151].

Although these types of maps can help achieve a high-level accuracy when track-
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ing the vehicle, they nonetheless come with drawbacks which make their deployment

very challenging, due to the current technological issues. For instance,

• Expensive and time-consuming: Building and maintaining such maps requires

us to drive repeatedly around all the areas where we would be interested in

locating the vehicles, which not only can be tedious, but also very expensive.

• Large storage: HD maps are known to be very large due to the millions of

points that they contain, which can also make their deployment difficult in

real time.

Therefore, we argue that 3D point clouds may not be the best format to use in

terms of maps. In contrast, we propose to combine LiDAR with a widely available,

free, and routinely updated map namely OpenStreetMaps (OSM) [152].

Motivation: LiDAR sensors excel at representing the geometrical features of

the surrounding environment. In the case of a vehicle driving in an urban setting,

the surrounding environment is mostly composed of the road and buildings (nearby

objects such as cars are included as well), due to the effects of occlusion. Naturally,

these two classes are commonly labeled in OSM, and an intuitive way to use them

would be to match them across modalities in order to localize a vehicle. Although

some impressive advances were made in neural network alignment between camera

and LiDAR such as [82, 83], matching RGB images extracted from an abstract map

such as OSM with point clouds as accurately as possible for localization is very

challenging. To address this issue, we propose to use ray casting, combined with a

buildings mask that we extract from OSM, so that we can produce simulated LiDAR

images. We also extract road masks from OSM and use them in two different ways:

(1) as a secondary map where we will localize vehicles on the road extracted from the

input point clouds; (2) as the constraint map to make sure that the final localization
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result does not leave the road, in case of a noisy sensor input.

Objectives: Our goal in this method is to propose a non-learning, simple and

stable method capable of localizing vehicles in OSM by only using LiDAR senors,

with an accuracy level on par with or superior to GPS sensors (which is reported to

be more than 5 m in an urban setting [153, 154]). This means that our method will

be able to replace GPS, or act as backup when GPS is not available. It can also be

used as an initial guess to other more advanced sensor suites.

Approach: The difficulty of aligning LiDAR point clouds with OSM is mainly

owing to the modality gap between these two representations. Point clouds returned

by a LiDAR are typically represented by an (N, 4) unsorted array representing the

(x, y, z) 3D locations and the reflectivity r of each point. In contrast, the OSM

representation that we are using is an (L,W, 3) RGB image, representing a top view

of the environment, with different classes labeled accordingly.

A common first step when attempting to localize 3D point clouds in 2D aerial

maps, is to proceed to a bird’s eye view (BEV) projection, which means first cropping

the point cloud to an acceptable region of interest, then projecting it on the ground

plane, and re-scaling it according to a pre-defined scale (in this case, matching the

scale from OSM), so that it can be represented as a 2D image, where each non-zero

pixel stores the height value of the corresponding point. This results in a top view

representation of the LiDAR point cloud, and a closer visual appearance to the top

view 2D map. However, even after proceeding with this projection, the modality

gap is still too big to attempt any direct matching between these two. In order to

solve this issue, we propose to first extract a road and buildings mask from OSM,

because those are the most common classes of objects in an urban environment.

These masks are then used in combination with ray casting, to generate simulated

top view LiDAR images. We use a dual input particle filter that attempts to align

77



the simulated LiDAR images with input point cloud BEV images. Because it is

reasonable to assume that our vehicle should never leave the road, we also use the

road mask to constrain the particle filter, making sure that the final solution always

lies within the constrained region.

Figure 5.1: Result of our approach. LiDAR point clouds overlaid on top on OSM.
Colors reflects the position error (m).

Our method does not rely on any type of machine learning and uses only open-

source maps for LiDAR based localization input. It has the potential to be used

anywhere as long as OSM is available and can act as a replacement of GPS when

the GPS sensor or GPS signal is unavailable. Figure 5.1 shows an example of our

method’s results.

The contributions of this research can be summarized as follows: (a) We propose

a fast and consistent method to generate simulated top view LiDAR images from

OSM, and accordingly show how we can use those images to accurately localize

LiDAR point clouds in OSM. (b) We propose a dual-input particle filter algorithm

with an added constraint that the vehicle location must be on the road. (c) We
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demonstrate the state-of-the-art accuracy of our method on the KITTI dataset, by

comparing it to other LiDAR cross-modal localization methods by using OSM or

satellite maps.

5.2 Previous Work

Cross-Modal LiDAR Localization: LiDAR localization [155], odometry, and

SLAM are classical robotics challenges that have become popular with the advent

of autonomous driving, owing to the richness of the data that the sensor produces.

Lately, cross-modal LiDAR localization has been attracting more attention, due to

the fact that it requires a significant amount of time, effort and resources when

trying to build and maintain HD point cloud maps. This led researchers to look

for alternative platforms that could be used as maps when trying to localize a ve-

hicle driving in an urban environment. The most accessible and available maps to

the public today are top view 2D maps such as OSM and satellite maps. Open-

StreetMaps (OSM) are one type of such maps, which provide 2D shapes of most

major structures, tagged with geo-localization data. Thanks to its open-source char-

acter, OSM has been very popular within the SLAM research community. In [156],

a classifier is trained to distinguish between LiDAR points that fall on the road or

not. Based on this information, a cost function is optimized, and a particle filter

is used to localize the vehicle in OSM. Another approach was proposed in [157]

and is based on matching building planes from LiDAR to cuboids in OSM. In [75],

a handcrafted feature descriptor, based on buildings and intersections positions is

proposed for global localization in OSM. Moreover, several other works attempted

to solve the cross-modal localization task on OSM by using cameras rigs instead of

LiDAR sensors, such as [158, 52, 159].
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Another type of top view 2D maps are satellite maps. These maps provide real-

world RGB images captured from an aerial position. In [76], the authors leverage

semantic segmentation results from both the LiDAR point cloud and the satellite

images in order to optimize the soft cost function of a particle filter. In [160], another

particle filter is combined with a similarity network, which was trained to match

point clouds that were projected to BEV with satellite map crops. In [78] and [77], a

generative adversarial network [79] is trained to generate synthetic top-view LiDAR

images based on input satellite crops. The synthetic and real LiDAR images are

then both fed to a neural network to predict the value of the displacement between

frames. In [161], the authors take advantage of the reflectivity field returned by

the LiDAR sensor to match their top view projected scans to aerial imagery maps

by using the normalized mutual information (NMI) technique [162]. Although these

methods can be seen as “dense” methods because they use most, if not all, the points

available to them, other methods, such as [163] try to extract and match features

(represented by cropped patches) from both modalities by using a similarity-trained

CNN. Although satellite maps might provide a more lifelike image of the surrounding

environment, they tend to be cluttered with additional objects that are irrelevant,

and sometimes detrimental to the localization results, such as cars and trees. That is

the main reason why we chose to use OSM instead, which provides clear boundaries

and edges of buildings and roads that our method can rely upon.

Constrained Particle Filters: Particle filter (PF) [164] is a sampling-based

method which computes the weights of a set of hypotheses based on an observa-

tion and motion model, with a final result consisting of a weighted sum of the

previously emitted hypotheses. Particle filters, also called Monte Carlo localization

(MCL) [165], are very popular in the robotics field and have been used to solve

localization challenges for both indoor [166] and large-scale outdoor scenarios [167].
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A localization algorithm such as particle filters, owing to the context in which it is

applied (where map information is available), does not suffer as much from drifting

problems as some other odometry estimation methods. However, noisy observations

and inaccurate motion estimation sometimes can lead to large errors.

A natural improvement to the PF would be to use external constraints to limit

the final result within a “feasible” region and thus reduce the error produced by the

final weighted result [168]. This is in part why constrained particle filters (CPF)

were proposed, leading to multiple strategies. For instance, constraints were ap-

plied equally to all the particles in a straightforward manner, named the accep-

tance/rejection approach [169, 170], where particles that did not respect the con-

straints were simply discarded. Other methods such as [171] proposed a complex

sampling scheme to only draw particles from the feasible region. Later methods

focused on applying the constraints to the final weighted result rather than each

hypothetical particle. In [172], the authors propose the mean density truncation

approach, where an iterative sampling process gets rid of bad particles and samples

good ones, thus gradually pushing the final position to the correct region. Improve-

ments to the sampling process and computation cost were subsequently proposed

in [173].

5.3 Method

Our goal is to propose a non-learning and reliable method that can be used to

achieve accurate LiDAR 2D pose tracking in OSM. In this section, we first explain

how to solve the cross-modality issue for comparing OSM and LiDAR point clouds,

then we tackle the pose tracking task by using a road-constrained and dual input

particle filter. Figure 5.2 shows an overview of our proposed method.

81



5.3.1 From OSM to LiDAR

Challenges: The biggest challenge when attempting to solve this task is to bridge

the modality gap between unsorted LiDAR point clouds and RGB images from OSM.

The most common feature between these two representations is the fact that they

both contain geometric information on the shapes of the structures that form the

surrounding environment of the vehicle, namely roads, buildings, and sometimes

trees. On the other hand, the biggest difference is how both formats represent

the data: point clouds are unsorted arrays containing the location information, in

a predefined frame, of any point that was reached by the LiDAR sensor, whereas

OSM visual maps are top-view RGB images containing rough shapes and class data.

The typical first step when attempting to localize LiDAR point clouds that were

collected by a vehicle in a 2D aerial map is to start with a BEV projection, which

displays the point cloud data from a top view, giving us a more similar visual

appearance to the 2D top-view maps, and thus a first step toward breaching the

cross-modality. Unfortunately, this step alone is not enough to accurately localize

the vehicle in OSM, mainly due to the sparsity of the BEV image and the effects of

occlusion of the point cloud data. This is why we need to use the data provided by

OSM, namely the roads and buildings, to produce a simulated LiDAR image, which

has similar characteristics as the input LiDAR BEV image.
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Figure 5.2: Our full method. The LiDAR point cloud and OSM region of interest
are processed by the LiDar processing module (LPM) and map processing module
(MPM), respectively, to produce four images, a pair of top-view road images and
a pair of top-view building edges, with each pair containing a real and a simulated
point cloud image. The two pair of images are processed by a dual input particle
filter which produces a first estimate of the vehicle position, followed by a road
check to verify if the estimated position is on the road or not. In the latter case,
the constrained resampling is triggered, until the road check condition is satisfied.

Road and Building Masks: Two of the most clearly labeled classes of objects

in OSM are buildings and roads. This information is valuable because those are the

classes that are the most present in the point clouds produced by LiDAR sensors

when traveling in an urban environment.

By using color segmentation (mostly solid white for roads and a specific shade of

grey for buildings), combined with morphological transformations such as dilation

and erosion, we are able to generate buildings and road masks that we can later

use to generate simulated LiDAR top-view images. When extracting the roads, we

use the standard OSM layer style. However, for the buildings, we use the public

transport layer, to avoid noise resulting from building numbers and business names.

The morphological transformations are mostly applied to the road mask, in order to
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close holes caused by overlaid street names on the images, with a kernel size (5,5)

for the dilation and (3,3) for the erosion. It is possible generate our own layers with

styles that do not include any overlaid text, but that is out of the scope of this work,

and we would rather use already available data. The resulting roads and buildings

masks of an area in OSM are shown in Figure 5.3.

Figure 5.3: Road and building masks, extracted from OSM.

Simulated and Real LiDAR images: Before attempting to localize the ve-

hicle, our method first starts by generating two pairs of images: a pair of road

top-view point cloud images, and a pair of building edges, also from the top view.

Both pairs share an important characteristic: they contain an image generated by

using the true LiDAR input point cloud, and a simulated LiDAR image generated

by using either the road or building masks, previously extracted from OSM. Next,

we will explain how the true LiDAR images are generated, in what we call the Li-

DAR processing module (LPM), followed by how the simulated LiDAR images are

generated, in the map processing module (MPM).

In the LPM, we define (xL, yL, zL), the frame attached to the LiDAR sensor, with

the zL axis pointing upward. The LiDAR sensor itself is fixed to the roof of the car,

which makes the (xL, yL) and ground planes parallel to each other. We first start by

splitting our input LiDAR point cloud in two by using the height values zLi of each

point: a top section, meant to capture the edges of the buildings reached by the

84



LiDAR sensor, and a bottom section, which after being filtered by using RANSAC

plane fitting [174], represents the road on top of which the vehicle is traveling. The

two point clouds are then projected onto the (xL, yL) plane to generate two BEV

LiDAR images. The LPM can be seen in Figure 5.4.

Figure 5.4: LPM. The LiDAR point cloud is divided into two sections using the
height value of each point, a top section (capturing surrounding buildings walls)
and bottom one (capturing the road). The bottom section undergoes RANSAC
plane fitting to extract the road, then the two point clouds are projected to produce
two top-view point cloud images.

In the MPM, for the simulated road point cloud, we apply rejection sampling on

the road mask with a Gaussian proposal, centered on the supposed vehicle location

in OSM (according to the initial guess of the starting position or the previous frame

results), and limited to a predefined region of interest. The sampling here is done for

two main reasons: first, to simulate the point distribution returned by the LiDAR

sensor, which is typically denser around the center of the scan, and becomes sparser

the more we move away from the sensor, and second to improve the speed processing,

because using all non-zero pixel values in the later calculations would result in a

significant slow-down of the whole method.

For the simulated top section of the point cloud, we proceed to use raycasting

on the building mask at the same position and region of interest used to generate

the simulated road point cloud. Raycasting is a common method used to simulate

LiDAR point clouds in autonomous driving cars simulators such as Carla [175]. By
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first detecting the obstacles in the surrounding environment (which are shown in

the building mask in our case), we can use 2D raycasting and simulate a beam of

light that stops when it hits an obstacle. By doing that in a 360-degree fashion, we

are able to generate simulated LiDAR images. An example of this approach can be

seen in Figure 5.5, and its results are compared with the images from the LiDAR

sensor in Figure 5.6. The MPM is illustrated in Figure 5.7.

Figure 5.5: Steps of the raycasting process applied to OSM.

Figure 5.6: Comparison between LiDAR building images (top) and simulated Li-
DAR images by using raycasting (bottom).
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Figure 5.7: MPM. The OSM region of interest is segmented to produce a building
and a road mask. Raycasting is applied to the building mask, whereas rejection
sampling on the road mask with a Gaussian proposal is applied to the road mask,
in order to produce two simulated top-view point cloud images.

Simulated LiDAR and OSM accuracy analysis: In our case, providing an

accurate localization result depends heavily on the accuracy of the map used. We

start by building a 3D point cloud road map and a building map by using the ground

truth odometry and segmentation provided by KITTI (note: this is only used here

for visualization purposes and not during the rest of the manuscript), which we then

proceed to project onto an image by using the previously discussed BEV projection.

Following that, we also build a simulated LiDAR road map and building map from

OSM by using color segmentation and raycasting. By overlaying both maps from

both modalities, we can see in Figure 5.8 that the maps generated by using OSM

and raycasting are pretty accurate and match the maps created by using the LiDAR

sensor. In come cases, occlusion of some buildings or the misrepresentation of road

width on OSM can cause some mismatches; however, in the majority of cases, the

shapes represented in both maps match.
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Figure 5.8: Comparison between OSM and LiDAR.

5.3.2 Constrained Particle Filter

Problem Formulation: In order to localize our vehicle’s LiDAR in OSM, we use

a constrained particle filter. In our configuration, we suppose that we have a guess

of the initial pose of the vehicle in OSM (thanks to an external place recognition

solution, or a GPS signal that was eventually lost) and each particle corresponds

to a hypothetical position (x, y, α). The scale of the map is approximated by using

the map size and its corner coordinates. After each LiDAR frame, we rely on

our ICP based motion model to predict the particle positions by using two voxel-

downsampled 3D LiDAR point clouds, and then update the particles weights by

using results from the observation model. Low variance resampling [176] is triggered

or not depending on the effective size of the particles [177], and finally the road check

and subsequent constrained resampling is used if needed.

Motion Model: Our motion model relies on an ICP-based LiDAR odometry.

We approximate the transformation between two subsequent LiDAR point clouds

by using the Point-to-Point ICP algorithm [140]. We do not assume access to the
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vehicle controls, and only use the ICP output to update the particles positions.

Observation Model: Our observation model is the pre-processed input LiDAR

point cloud, so we can match it to our simulated LiDAR images. As it was explained

in the previous section, for each frame, we have access to four top-view images, two

resulting from the LiDAR point cloud and two resulting from the simulated LiDAR,

containing the road and the building edges in both modalities. Inspired by [76], we

propose to calculate the weights of our particles based on combining the reciprocal

chamfer distance between the pixel locations of the point clouds in each pair of

images. The two terms forming the cost function are weighted by the reciprocal of

the standard deviation of all the distances calculated above, as a form of uncertainty

constraint on the weight’s distribution.

In summary, if dc is the chamfer distance, N the number of particles, zri and zbi

the list of all pixel positions of the points in the road and buildings LiDAR point

clouds top-view images respectively, transformed according to the ith particle, and

mr and mb the list of all pixel positions of the points in the top-view images of

the simulated point clouds. We define dri = 1
dc(zri ,mr)

and dbi = 1
dc(zbi ,mb)

, and

calculate σr and σb, which are the standard deviations of db = {dr1 , dr2 , . . . , drN}

and dr = {db1 , db2 , . . . , dbN}, respectively.

Finally, the weight of each ith particle can be defined as:

Wi = Wri +Wbi =
dri
σr

+
dbi
σb
. (5.1)

We choose to use the reciprocal of the chamfer distance in order to emphasize

strong particle candidates that align the most with the map. The inclusion of the

standard deviation terms is there to favor the data source that produce the most

“concentrated” set of particles, which can be interpreted as being less uncertain
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about the final position. We attempted to calculate weights by using exp(−dc/λ)

instead of 1
dc

, but found the results to be very sensitive to the value of the parameter

λ. We have also tested the use of a joint-probability formulation rather than the

summed one, but saw no major difference in the final results.

Constrained resampling: When trying to approximate the correct position of

the vehicle, we try to enforce a simple constraint: the vehicle position should always

be on the road. This is done in the particle filter through a resampling procedure,

inspired by the methods proposed in [173, 172], that aims to gently push the final

weighted position toward the correct region (in our case, the road). This is done by

enforcing the constraint on the weighted mean value of the particles, rather than

the particles themselves.

After updating the weights of the particles, we check to see if the weighted mean

vehicle position resulting from the particle filter is on the road. If it is the case, no

intervention is needed. Otherwise, we discard one of the particles outside of the road

and resample one from the most highly weighted area on the road. Typically, only a

few resampling steps (less than 50) are needed to validate our road check. If we reach

the maximum resampling iteration, we relax the sampling criteria for the next step

of the particle filter. For speed purposes, when resampling good particles to replace

bad ones, we use inductive sampling: meaning we resample from the particles that

are already available to us. A global view of our constrained particle filter method

for localization of LiDAR point clouds in OSM is presented in Algorithm 2 and

Figure 5.2.
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Algorithm 2 LiDAR-OSM Constrained Particle Filter Localization.

Input: Point cloud P , OSM Region of Interest J .
Output: Vehicle Position (x, y, α)

Particles← ParticleSampling(J)
(Pr, Pb)← LidarProcessingModule(P )
(P ′

r, P
′
b)←MapProcessingModule(J)

Weights← UpdateWeights(Pr, Pb, P
′
r, P

′
b)

If neffectiveSize < N
2

then (Particles,Weights) ←
LowV arReSampling(Particles,Weights)
(x, y, α)← Estimate(Particles,Weights)

// Split the particles on and off the road
Pr,Wr, Pnr,Wnr ← OnOffRoadSplit(Particles,Weights, J)

// Constrained Resampling
while (x, y) ̸∈ Road and size(Pnr) > 0
Pnr,Wnr ← DeleteByIndex(Pnr,Wnr, argmin(Wnr))
Pr,Wr ← InductiveSampling(Pr,Wr)
Particles← Concatenate(Pr, Pnr)
Weights← Concatenate(Wr,Wnr)
(x, y, α)← Estimate(Particles,Weights)

return (x, y, α)
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5.4 Experiments

5.4.1 Dataset

We use the KITTI Odometry Benchmark [178] to test our method and compare

to other cross-modal or road-constrained localization methods. The KITTI dataset

was collected in Karlsruhe, Germany by using a VW stationwagon equipped with

a variety of sensor modalities such as high-resolution color and grayscale stereo

cameras, LiDAR sensor and a high-precision GPS/IMU inertial navigation system.

The recorded scenarios are diverse, ranging from urban scenarios to highways or

rural areas. Similar to the existing publications, we use the sequences (00, 02, 05,

07, 08, 09, 10) to test our approach. The naming of the sequences used here follows

the KITTI Odometry Benchmark references instead of those from the raw KITTI

dataset.

5.4.2 Implementation Details

During our experiments, we set the following parameters. Before using ICP, the

LiDAR point clouds are first downsampled by using Voxel Downsampling with a

resolution of 0.1 m, and we only keep points within a 30-m distance of the car,

leaving around 50 k points for each point cloud. In the LPM, and because the

LiDAR sensor is placed above the vehicle’s roof, we define the LiDAR point cloud

top section as any point with a positive elevation value, and the opposite for the

bottom section. After the projection to the top view, and before calculating the

cost of the particle filter, we drastically downsample the road and building point

clouds by only keeping 1000 points by using random sampling. This number was

determined through trial and error, by increasing the number of points, until no

improvements in accuracy were visible. During testing, we extract tiles from OSM-
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Table 5.1: Comparison of the lengths of each of the tested KITTI sequences.

Sequences 00 02 05 07 08 09 10
Lengths (kms) 3.72 5.06 2.20 0.8 3.21 1.70 1.5

sized (320, 320) pixels and we use 100 particles to achieve pose tracking. Finally,

if one of two simulated point clouds has less than 50 points, we drop that point

cloud and only use the second as input to the cost function. This would typically

happen in areas where no buildings are around (in the beginning of sequence 09 for

example) and only the road can be used to localize our vehicle.

5.4.3 Results

For context, we list the lengths of the tested KITTI sequences in Table 5.1. The

results of our cross-modal localization approach, in comparison to other previously

proposed methods in the literature are shown in Table 5.2 and 5.3. For both transla-

tion and rotation results, we use the accumulated mean error defined as
∑N

i=1 |pi−pi|
N

to report our results, where pi and pi are the predicted and ground truth poses,

respectively, at the timestamp i. We compare our results to [75], which proposes a

method to localize LiDAR point clouds in OSM by using handcrafted feature de-

scriptors, [76] which proposes a method to localize LiDAR point clouds in satellite

maps by using the correlation between the semantic segmentation of both modalities

and [179], which presents a road-constrained monocular visual localization method.

The results tagged [140] are those obtained when using the output of the ICP mo-

tion model only without the subsequent proposed observation model. Values marked

N/A and rotation error values were not provided by the publications. Figure 5.9

shows a qualitative comparison between our final results and the ground truth.

In addition to the final accuracy that we achieve, if we take the length of the
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Table 5.2: Comparison of the translation error on KITTI dataset in meters (m).

Sequences 00 02 05 07 08 09 10
Lengths (km) 3.72 5.06 2.20 0.8 3.21 1.70 1.5

mean max mean max mean max mean max mean max mean max mean max
[76] 2.0 12.0 9.1 35 N/A N/A N/A N/A N/A N/A 7.2 20 N/A N/A
[75] 20 150 N/A N/A 25 150 25 120 N/A N/A 25 50 180 50
[179] 3.7 14.01 11.32 25.6 4.02 8.7 N/A N/A 4.67 11.96 5.72 11.57 N/A N/A
[140] 51 162.2 114 307 20.75 70.34 7.07 15.47 62.99 195.22 35.5 96.2 14.73 29.6
Ours 1.37 3.34 3.37 7.55 1.45 3.38 1.62 3.50 3.60 7.73 2.88 6.85 1.56 3.32

Table 5.3: Comparison of the mean rotation error on KITTI dataset in degrees (◦).
Best results are in bold.

Sequences 00 02 05 07 08 09 10
[140] 58.5 40.2 9.3 13.2 44.3 20.7 6.9
Ours 1.15 3.50 2.3 1.97 3.28 2.68 2.19

Figure 5.9: Qualitative results of our cross-modal pose tracking method on the
KITTI dataset.
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sequences into account, our method performs the best on sequence 00. This can be

explained by the dense building layout and clear road boundaries of the area. On

the other hand, the sequence where we struggle the most is sequence 08. The main

reason behind that is the amount of trees and other foreign objects that are picked

up in the LiDAR scan, which can produce noisy top-view images, thus leading the

PF to wrong estimates. Fortunately, the constraint that we impose helps to keep

the error bounded and makes it easier for the PF to correct itself later on.

5.4.4 Discussion

Constrained Particle Filter: As stated above, the main goal of the constrained

particle filter is to make sure that our final vehicle location is always on the road. We

typically need to enforce this condition when the sensor data collected by the LiDAR

is too noisy for the PF to produce accurate results. For example, in Figure 5.10, we

show in purple the areas where the road constraint was enforced, and the position

corrected by the particle filter. This happens in areas where foreign objects such as

tree trunks and thick vegetation are occluding the buildings, or when an intersection

structure is not correctly represented on OSM, causing the particle filter to be misled.

Figure 5.10 also shows that our method does not rely on the constraint all the

time and/or only tries to stay within the limits of the road. Instead, we are able to

track our position correctly most of time by using the input data, and only trigger

the constrained resampling in some corner cases, i.e., LiDAR scans are blocked by

trees. As an additional example of a good case scenario, we show a region where

the localization was successful, which can be explained by the fact that no major

occlusion is occurring in that area, and that most structures present on and around

the road are correctly represented in OSM.
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Figure 5.10: The effects of the constrained particle filter on sequence 09 of the
KITTI dataset. Here, we show three cases where the constrained particle filter had
to correct itself using the road structure, in addition to a case where it successfully
estimated the right position using the output of the motion and observation models
only.

Finally in Table 5.4, we show results that demonstrate the superiority of our

constrained PF formulation to the acceptance/rejection approach used in [170] by

comparing the mean translation error over two sequences. The goal here is to com-

pare two ways of applying the constraints in a particle filter: first, applying the

constraints to the final estimation of the particle filter, and second, applying the

constraints while drawing the hypothesis. The latter can lead to wrong estimations

(especially when intersections are involved), which can result in discontinued tra-
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Table 5.4: Constraint particle filter mean translation error comparison.

Method Sequence 05 Sequence 09
Ours (m) 1.4 2.8

Acceptance /Rejection (m) 17.8 3.2

jectories or even total failure of the pose tracking system. In contrast, our approach

gently pushes the estimated pose towards the road whenever it is triggered, thus

producing a smoother trajectory estimation.

Dual Input Particle Filter: Our method uses both the road and building

edges to come up with a guess at vehicle’s position by using the PF, preceding the

road check validation. We use a standard deviation-based normalizer to give more

value to the input, resulting in the best approximation. This is only safe to do if

the chamfer distances calculated when using both inputs are correlated, which is

verified in the KITTI dataset and demonstrated in Figure 5.11 for both a single

random sample and across a full sequence.

Figure 5.11: Chamfer distance correlation between road and building point clouds.
On the right, mean distance values across sequence 05. On the left, distance values
for a single random frame in sequence 00.

In Figure 5.12, we show that it is necessary to use both inputs in order to get
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the best results possible. Figure 5.12 shows a list of heatmaps for different cases

and the use of different weight formulations. We can see from the first case that

of the weights resulting from the building edges, only db tend to result in a coarse

distribution, whereas for the road only dr tend to be smoother. This shows that

both sets of weights, when combined, can be complimentary and result in a better

final weighted sum position. While the heatmaps of the weights resulting from

the buildings only in the first case could be interpreted as “more accurate” than

the ones produced by the road, the second case that we show presents a situation

where the buildings are occluded, resulting in noisy set of weights. If we only had

access to these weights, then our position estimation would be way off compared to

the results, we would get by combining both sets of weights, because the weights

resulting from the road point cloud are reasonable in most cases. Finally, we show

a case where both inputs result in distributions that are slightly off, whereas their

combination is much more centered around the vehicle’s true position.

Figure 5.12: Interpolated heatmaps representing the weight distribution of the par-
ticles for different weights formulation, according to Equation (5.1). Red dots rep-
resent the true vehicle position.
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Figure 5.13: Runtime distribution.

Note that it is also very useful to have access to both, in areas where only one

of them is available: For example, at the beginning of sequence 09, no buildings are

available and only the road can be used, as can be seen in top area of Figure 5.10.

Runtime analysis: Our method runs at a maximum speed of 10Hz. The LPM

takes the most amount of time with more than forty percent of the total runtime,

followed by ICP with thirty percent and the UpdateWeights step with a little bit

less than twenty percent. The constrained resampling, when triggered, consumes

less than one percent of the total runtime on average. Figure 5.13 shows the runtime

distribution for each part of the algorithm.

Robustness: We apply voxel-downsampling to all the sensor inputs in order

to speed up the whole pipeline. Table 5.5 shows a comparison of the results of

our method on sequences 07 and 10 when using different voxel sizes. These results

show that the voxel size has little effect on the accuracy of our method, giving it

the potential to work with LiDARs that produce sparser point clouds than the ones

used in this study.

We also show a comparison in Table 5.6 between the use of random sampling

and voxel sampling. Our results show that voxel downsampling is superior, which

can be explained by its ability to conserve the general structure of the point clouds.
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Table 5.5: Voxel-downsampling resolution and mean translation (m) error compar-
ison.

Voxel Resolution (m) Sequence 07 Sequence 10
0.01 1.5 1.6
0.1 1.6 1.5
1 1.4 1.7

Table 5.6: Voxel-downsampling and random sampling mean translation error (m)
comparison.

Sampling Method Sequence 00 Sequence 07 Sequence 09
Random Sampling 2.53 3.59 9.69

Voxel Sampling 1.37 1.62 2.88

In contrast, random sampling can sometime return wildly different point clouds

from one frame to the other, leading to a decrease in accuracy when using ICP as

a motion model, but it also can end up selecting most its points from a noisy or

occluded area, which can negatively affect the accuracy of the particle filter.

5.5 Summary

This work proposes a general non-learning method for vehicle localization by using

LiDAR and OSM. We first validate the accuracy level of the OSM data needed for

vehicle localization. Subsequently, buildings and road masks are extracted to gener-

ate simulated LiDAR images by using raycasting. These images are compared with

the BEV projection of the input LiDAR point cloud by using particle filters. In ad-

dition, the extracted road mask is applied as a constraint of the vehicle location, by

making sure that the output location of our system is on the road, thus keeping our

location error bounded. The evaluation results on KITTI show that the proposed

method outperforms other existing cross-modal and road-constrained localization

100



methods that were based on OSM and/or satellite maps. We also provide a detailed

technical discussion and ablation studies to explain the advantages of the proposed

method and demonstrate its ability to produce accurate pose tracking results. Fu-

ture work will include a better way of dealing with occlusions in the sensor data, in

addition to sensor fusion methods for more precise localization.
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Chapter 6

Conclusion

In this thesis, we covered three of the main building blocks, used in most autonomous

robots: mapping, labeling and localization. Contrary to what is typically done in

most commercial applications, and instead of relying on a single visual sensor as main

data source during the three phases mentioned above, we explored the possibility of

using cross-modal approaches, that bridge between camera and laser-based sensors.

This makes it possible for us to deploy a minimum amount of sensors and save on

cost, time and processing power.

Our first challenge what to solve the cross-modal mapping task of generating 3D

point clouds using camera images captured by UAVs. This was done by proposing

a two-stage height prediction pipeline, which combines a multi-task network with

a denosing autoencoder, in order to predict state of the art height values. The

multi-task network used in the first stage, combines the semantic labels and sur-

face normals branches with the height prediction branch to generate a coarse height

map. In the second stage, the denoising autoencoder combines all the predictions

of the first stage, and generates a final height map, which is much accurate and

noise resilient than the first one. These final height maps can then be used either by
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themselves to generate 3D point clouds of the areas captured by the UAV or com-

bined with the available semantic and surface normals prediction to build semantic

point clouds or 3D mesh maps.

The next cross-modal task that we tackled was the labeling of pre-built point

cloud maps using camera images. Commonly done using manual labeling, this can be

both expensive and time consuming. We proposed instead, to use images captures

using an onboard camera, to detect relevant features using deep learning, before

processing them to remove noise and projecting them onto the pre-built 3D point

cloud maps. Thus, we are able to automatically generate accurate and abstracted

road and lanes labels, that can be used by a self-driving car, to guide itself in

an urban environment. This work can be extended on the future, by adding the

detection and labeling of other road features, mainly traffic sign and road markings.

Finally, we also explored the cross-modal localization challenge of LiDAR lo-

calization in OSM. Due to the scarcity of HD maps around the world, we propose

to use OSM as a map instead, since it is freely available almost everywhere and

is routinely updated by its own users. Thanks to semantic segmentation, and by

relying on the raycasting technique, we are able to use OSM to generate simulated

2D point clouds. This made it possible for us to compare the output of the LiDAR

sensor with the OSM data, and thus localize the point clouds in OSM. We also

use the road boundaries extracted from OSM, as constrain to keep our localization

error bounded. This was made possible thanks to a constrained formulation of the

particle filter algorithm. As a results, we were able to obtain the state-of-the-art

accuracy, when compared to all the recent LiDAR localization methods in OSM or

satellite maps.
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[69] Dávid Rozenberszki and András L Majdik. Lol: Lidar-only odometry and

localization in 3d point cloud maps. In 2020 IEEE International Conference

on Robotics and Automation (ICRA), pages 4379–4385. IEEE, 2020.

[70] Yufeng Yue, Chunyang Zhao, Mingxing Wen, Zhenyu Wu, and Danwei Wang.

Collaborative semantic perception and relative localization based on map

matching. In 2020 IEEE/RSJ International Conference on Intelligent Robots

and Systems (IROS), pages 6188–6193. IEEE, 2020.
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