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Abstract 

 Due to the lack of a pipeline that can store and analyze a wide variety of biomedical data, our 

team built GILBERT1. GILBERT is a web application that uses Django and stores its data in PostgreSQL. 

It contains four main components considered essential elements of a data analysis pipeline: a system that 

controls which users have access to which studies, an uploader which allows users to add studies to 

GILBERT’s database, an interface that displays study information and metadata, and a feature that 

analyzes studies in the database through statistical and graphical means.  

 To evaluate GILBERT, twenty-seven participants responded to two surveys and attended a virtual 

evaluation session. In the evaluation sessions, a team member read tasks to the participant while another 

team member scored the participant on their behavior, their ability to complete the tasks, and 

understanding of the system. Overall, tasks had a high completion rate. Participants rated GILBERT as 

easy to use and easy to understand. Differences in ratings were insignificant between different majors, 

amounts of experience with large amounts of data, and experience with other data handling tools such as 

MATLAB, Python, and SQL. 

 These results show that GILBERT is an effective tool for biomedical data handling. Future work 

could make GILBERT’s uploader more flexible, allow for easier cross-study analysis, and add more 

options to create charts.  

  

 
1 GILBERT - Greatest Instrument for Leveraging Biomedical Electronic Resources Together. GILBERT is 

identified by the green frog logo, as seen throughout the paper and the web application. 
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Chapter 1. Introduction  

 In the past twenty years, the growth of data has been widespread across a multitude of industries. 

Computing power has paralleled this growth, becoming stronger and more accessible, allowing industries 

to leverage data-driven approaches to problem-solving. In addition to bringing about new discoveries and 

research endeavors, the data boom has also brought with it new challenges around ways to organize, 

store, manage, and process such large amounts of data (Chen, 2014).  

The healthcare and medical device industries have seen great advances in this new data-rich era.  

Large datasets and increased data sharing capabilities allow for improved diagnostic predictions, disease 

tracking, health record management, and clinical trials (Baljak, 2018). Furthermore, the richness and 

diversity of physiological data collected by different devices is beneficial to many areas of research. Data 

sharing is a rising phenomenon in the healthcare industry, but it is a delicate process under patient privacy 

regulations and standards. 

Physiological data is not exempt from the challenges of big data. Databases are implemented to 

manage and store large data sets, usually electronically in a computer system (Bella & Nagle, 2014). 

Database management systems (DBMS) are often responsible for controlling these databases and acting 

as a liaison between the user and the data (Esakkirajan & Sumathi, 2007). Scripting languages offer a 

level of data organization that allows for storage, extraction, and manipulation. Methods of data 

processing and analysis close the gap between data inputs and meaningful outputs. 

To allow for fluidity from data storage through to analysis, researchers have shown interest in 

comprehensive data analysis pipelines. These pipelines allow permitted users to upload data into 

databases, generate data queries for filtering, and select from various options of data analysis, such as 

summary statistics, tables, and data visualizations. Comprehensive pipelines are preferable to data 

management, but they have some drawbacks. Often, they work with one type of data collected from one 

study, limiting cross-study research and data sharing due to inefficient upload methods and limited 

database schemas. Analysis options are also often narrow and lack diagnostics, predictions, and the ability 

to generate patient statuses (Shin, 2013; Dremio, 2020). Data uploading could be improved in many 

pipelines with a more automated method and simpler user interface (UI). 

In understanding the hindrances of current tools and the motivation to find new ways to handle 

big data, our team created a data analysis pipeline fit for a wider variety of biomedical signals, named 

GILBERT (Greatest Instrument for Leveraging Biomedical Electronic Resources Together). As seen in 

Figure 1, our pipeline ingests datasets from different studies to promote data sharing while maintaining 

patient privacy standards. The various study data is populated into a centralized database that works in 
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conjunction with different physiological data signals including discrete, analog, and digital. Our front end 

gives researchers and clinicians the ability to query data across one or many studies. From here, the user 

has additional control over the analytical method and desired output. These outputs include descriptive 

metrics about the data, including descriptive metrics, analysis-ready datasets, and a variety of data 

visualizations.  

 

 

Figure 1. Data analysis pipeline for biomedical signals. 

 

 Through a user study in which twenty-seven users completed tasks related to uploading, 

querying, and analyzing data, we show that GILBERT is easy to use and easy to understand. Also, 

differences are insignificant between majors, amounts of experience with large amounts of data, and 

experience with other data handling tools such as MATLAB, Python, and SQL. We believe GILBERT is 

a strong foundation for a data pipeline and provide recommendations for improving its UI and flexibility. 

Chapter 2 discusses our relevant background research on industry standards, data handling and 

analysis tools, and existing data pipelines and shows how this research influenced our development of 

GILBERT. Chapter 3 outlines our methodology, including design decisions, product development 

schedules, and our implementation of the Agile Development methodology. Chapter 4 details 

GILBERT’s internal design and features. Chapter 5 discusses our evaluation process and displays the 

results of our evaluation. Finally, Chapter 6 demonstrates what the results in Chapter 5 mean in relation to 

GILBERT, both in how it can be improved and how it can benefit the world of biomedical data analysis.
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Chapter 2. Related Work 

This section discusses the background information we collected before and during the completion 

of our project, including standards for data collection, biomedical data storage, technologies we utilized 

or considered, and examples of data pipelines in the real world. 

2.1. Standards for Research Data  

 When using data with a medical device, especially data pertaining to patient information, it is 

crucial to adhere to regulations and standards to ensure patient safety and confidentiality as well as device 

success. 

2.1.1 FDA Guidance for Software as a Medical Device (SaMD) 

 The Food and Drug Administration (FDA) is responsible for ensuring the safety and effectiveness 

of products relating to public health such as medical products and foods. Their goal is to provide users 

with “accurate, science-based information they need to use medical products and food to maintain and 

improve their health” (U.S. Food and Drug Administration, 2020).  

 Included in their definition of medical products is Software as a Medical Device (SaMD). SaMD 

is defined as “software intended to be used for one or more medical purposes that perform these purposes 

without being part of a hardware medical device” (Software as a Medical Device, 2020). The stages of 

SaMD functionality begin with the ingestion and storage of patient data, followed by processing and 

manipulation by programmed algorithms, and the final retrieval of defined outputs that fulfill the device’s 

purpose (IMDRF, 2014). As seen in Figure 2, inputs into a SaMD specifically include results from labs, 

medical image signals, physiological statuses, and symptoms. These inputs are fed into algorithms 

specific to the SaMD along with reference information such as other data, knowledge bases, rules, and 

criteria. The computing algorithm may include equations, inference engines, and model-based logic. The 

output of the SaMD specific algorithm are defined outputs that assist the device in accomplishing its 

intended use. 
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Figure 2. SaMD flowchart (IMDRF, 2017). 

 

There are three intended use categories of SaMDs: to treat or to diagnose, to drive clinical 

management, and to inform clinical management. Driving clinical management indicates that the 

information will be used immediately to diagnose a disease, treat a patient, or identify early signs of a 

developing disease or condition. Informing clinical management infers that “information provided by the 

SaMD will not trigger an immediate or near term action” (IMDRF, 2014). SaMDs are further categorized 

as either critical, serious, or non-serious depending on the seriousness of the healthcare situation or 

condition it would be used for (IMDRF, 2014).  

FDA regulations to introduce a SaMD into practice are primarily concerned with risk assessment 

and mitigation, accurate documentation for the benefit of the user, and transparency of device quality 

(IMDRF, 2015). Manufacturers of SaMD should outline a methodical development process and the 

lifecycle stages of the software while taking into consideration the device’s intended socio-technical 

environment. Socio-technical environments are differentiated by their location, workflow, responsibility, 

the technology they use, and their ambient conditions (IMDRF, 2015).  

Risk management and mitigation aim to address all hazardous situations that may arise during the 

use of the device. Hazards are categorized by the origin of their risk: user-based, application-based, 

device-based, environment-based, and security-based. Estimation and evaluation of hazards must be 

followed by action plans to control them and monitoring methods. One of the primary risks associated 

with data-based devices is information security. In order to protect patient information, the SaMD needs 

to account for a variety of users with different access needs through authentication with user information. 

Deeper levels of user accessibility may be required if the device is connected to the internet or less-secure 

servers (IMDRF, 2015).  
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In the final stages of FDA approval, the quality of the device is accessed through SaMD N41 

Clinical Evaluation. Two of the critical stages of this include clinical validation and analytical validation. 

Clinical validation verifies the clinical safety and performance of the device when used according to the 

outlined use and includes the computation of sensitivity, specificity, and odds ratios. Analytical validation 

verifies the device’s ability to reliably generate accurate and precise output data according to specification 

outlined by the manufacturer and includes the calculations of accuracy, reproducibility, and repeatability. 

The clinical evaluation stage is crucial to patient safety and ensures that its purposes are fulfilled in 

accordance with the specifications (IMDRF, 2017).  

2.1.2 NIH and Data Sharing Standards 

The National Institutes of Health (NIH) is a division of the United States Department of Health 

and Human Services and is the largest biomedical research agency in the world (NIH, 2019). In order to 

advance new tools, treatments, and solutions, the NIH houses research institutes and provides funding to 

private sector medical ventures. To maintain the integrity of the institution and its research, there are 

numerous data standards that these ventures must uphold in order to receive funding. For example, the 

National Institute on Drug Abuse (NIDA) Sharing Policy outlines a timeframe in which supported studies 

must release their final research data so that other researchers can translate findings into knowledge, 

products, and procedures (NIH, 2019). Research funding organizations such as the National Institute of 

Technology (NIT) and the National Science Foundation (NSF) have policies that require data sharing 

(Hrynaszkiewicz, 2010). Data sharing is critical for cross-disciplinary scientific research and is crucial for 

future improvements in patient outcomes (Freymann, 2011). 

2.1.3 HIPAA and Subject De-Identification  

Even with encouragement from large funders and overall benefit to future research projects, little 

data sharing has occurred outside of prearranged research groups. This is partially attributable to fear of 

inadvertently violating the Health Insurance Portability and Accountability Act (HIPAA) and the lack of a 

commonly adopted method to de-identify subject data, where de-identification is defined as the assurance 

that no data object can be connected to a specific human subject (Hrynaszkiewicz 2010). In order to be in 

compliance with HIPAA, the standard for patient health information (PHI) safety in the United States, 

there are categories of identifiers that need to be removed or concealed with pseudonymous values.  

These crucial categories for PHI include:  

(1) Names 

(2) Geographic subdivisions 
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(3) All elements of dates  

(4) Telephone and fax numbers  

(5) Web and Internet addresses 

(6) Social security and health plan beneficiary numbers 

(7) Medical record numbers 

(8) Vehicle and device identifiers 

(9) Full-face photographs  

                 (10) Any other unique identification characteristics 

The last of this list, “any other unique identification characteristics,” adds a heightened level of 

difficulty in ensuring full compliance with the standards (Freymann, 2011).  

As described previously, the most effective method of de-identification is the use of 

pseudonymous values. This, for example, could be accomplished by assigning each subject a unique 

numeric ID and by creating a code for demographic values such as race and gender. This is often a step 

taken by researchers before data sharing or the publication of datasets. Publications and databases contain 

fewer specific data objects than data in a self-contained research group (Hrynaszkiewicz, 2010).  

Our team’s product classifies as Software as a Medical Device according to FDA standards, with 

the intention of informing clinical management based on defined outputs. Referencing the intended uses 

and functionalities of SaMDs was paramount to our design decisions. For example, GILBERT stores 

subjects anonymously, using a subject number rather than a subject name. These subject numbers are 

either produced automatically or are taken from the uploaded file, depending on the file format. However, 

GILBERT assumes that the data fed into it is already anonymized. So, if the numbers are to be taken from 

the uploaded files, it is crucial for the user to replace subject names with ID numbers. The progression 

from patient data to mathematical operations/algorithms to final defined outputs as shown in Figure 2 was 

also a process kept at the forefront of our decision making. Although the current functionalities of 

GILBERT limit the amount of defined outputs, the product serves as a foundation to be built upon in 

future iterations, as explained in Chapter 6.  Furthermore, we understand the severity of the healthcare 

situation that GILBERT may be used in and its potential classification as a medical device. By 

referencing these specific SaMD categories, our team hopes for GILBERT to be able comply with quality 

and security regulations in the future.  

2.2 Big Biomedical Data 

 The growth of data in the last few decades has fueled industries with new computing and analysis 

capabilities. Biomedical data is rich and versatile, allowing for strong analytic capabilities, which is 
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crucial in a field where diagnosis, prognoses, and patient statuses depend on data analytics. In this section, 

we will discuss the analysis of biomedical data in addition to methods of storage and organization. 

2.2.1 Biomedical Data Analysis 

As computing power becomes stronger and more accessible, industries are taking advantage of 

data-driven approaches of research and development. This is especially true in the healthcare industry, 

where procedures and decisions can be a matter of life or death.  

Management and analysis of big biomedical data are prevalent in all areas of the industry 

including clinical trials, health records, disease tracking, and diagnostic prediction. These processes rely 

on a high volume of physiological data from various input devices, or “Internet of Healthcare Things” 

(Baljak, 2018). These devices include, but are not limited to wearable health trackers, smartphones, heart 

rate monitors, and fitness equipment. This data is not only abundant but also diverse; collecting inputs 

from the body’s various processes and mechanisms can reveal novel insights and correlations.  

 Biomedical data can be broken into three broad categories of signals: analog, discrete, and digital. 

Analog signals can be represented with continuous time and amplitude, where every time instance has a 

corresponding data point. An example of this is an analog mercury thermometer. The height of mercury in 

the thermometer column is continuously recorded to display changes in subject temperature over time 

(Najarian, 2012). Discrete signals have a continuous amplitude axis but at discrete time values. Values are 

only present at certain time stamps but can take on any value. Often, discrete signals are more common 

because they require less space to be stored and are the more practical choice for biomedical variables 

that do not change continuously. Digital signals are defined by having both discrete time values and 

discrete amplitude values. The limitations in digital signals is due to the device used to collect them. 

Digital devices can only report a value to a certain number of significant figures with confidence 

(Najarian, 2012). These three categories of biomedical signals are all crucial and necessary inputs for 

analysis methods to be capable of handling. 

 There are commonly implemented methods for computational analyses of these signal types, 

outlined across many studies. For example, a 2013 publication by Schuller et al. reviews paralinguistic 

analysis as a rising method of speech processing.  Following the collection of linguistic data, methods for 

computational analysis are implemented. The first of these methods is pre-processing, a technique 

frequently used for many biomedical applications. Pre-processing cleans the data before it is used for 

further analyses and most commonly includes removing artifacts or unnecessary segments of the signal. 

Interfering frequencies are a common artifact to many signals and can be attributed to a variety of things 

such as electrical activity from other nearby sources (Najarian, 2012). Schuller et al. describes a pre-

processing technique that is used to enhance a speech signal, remove artifacts such as noise, or separate 
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multiple speakers (Schuller, 2013). Often, pre-processing and the removal of artifacts is accomplished 

through filtering techniques. The creation of bandpass filters, which combine high and low pass filters 

allows the user to define an acceptable range of frequencies, attenuating all other frequency levels. This 

would allow for a level of selectivity over desired frequencies. More complex enhancement algorithms, as 

cited in Schuller et al., can also achieve desired filtering. The Independent Component Analysis 

algorithm, specifically described in the paper, isolates single microphone inputs from a summation of 

many signals (Schuller, 2013).  

Another crucial step in biomedical signal processing is data segmentation, most often into a 

partitioning of the time series. Often, the segments are made through a sliding window, a technique used 

in the study on paralinguistics (Schuller, 2013). Feature vectors were extracted from acoustic data with a 

window size of 10-30 milliseconds. This allows for the extraction of time and frequency domains and 

frame-by-frame estimations, all of which allow for the extraction of Low-Level Descriptors. In this 

example, Low Level Descriptors may include pitch, sound intensity, amplitudes, and harmonicity. A 

similar method of segmentation is known as chunking. Chunking is used to define the temporal unit of 

analysis. This can include determining frames for analysis such as words, segments of voiced parts, or 

syllables. Extraction of key features from these frames such as extremes, means, percentiles, and variation 

provide the user with further information about the data (Schuller, 2013). In the example of the 

electrocardiogram, this can be essential to determining key features about the patient including the 

amplitude of the R-wave, and the time between subsequent R-peaks to determine heart rate. Further, one 

can narrow into other peaks of the waveform to possibly identify signs of problems such as tachycardia 

and arrhythmias.  

Feature selection can also be accomplished through more complex methods such as statistical 

analyses, correlations, model learning, and other mathematical algorithms. Statistical analyses provide 

information on the correlation between variables and the predictive strength of parts of the biomedical 

signal. For example, from acoustic data in Schuller et al. (2013), they found it possible to determine the 

speaker’s weight through correlations in speech pattern. Previous data in the system may show that 

subjects within a specified pitch range are also part of a specified weight range, which can be confidently 

determined with statistical significance.  

Model learning is an example of an algorithm that makes use of data classification and 

categorization. Classification aims to relate different test instances with different labels and determine 

correlations. In Schuller et al., researchers determined different correlations between speaker traits and 

states. Classifications and correlations, as seen outlined in the acoustics study, can then be used to train a 

model to be able to predict traits and states from inputted acoustic signal data. In this application 

specifically, acoustic models consist of learnt dependencies between different variables such as emotions 
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and personality and the acoustic signals and language models store learnt dependencies between the 

similar categories and linguistics such as words and syllables (Schuller, 2013).  

A summary of the processing and analysis techniques used in Schuller et al. (2013) is seen below 

in Figure 3.  

 

 

Figure 3. An overview of the analysis methods implemented in speech analysis systems (Schuller, 2013). 

 

Further implementation of this analysis process can be seen in research like the eye-tracking 

study conducted at Bellevue Hospital Center in New York City (Samadani, 2015).  In this study, 

researchers used eye tracking sensors in an effort to quantify the association between disconjugate eye 

movements with concussions and other traumatic brain injury (TBI). Though abnormal eye movement 

patterns have long been identified as a sign of TBI, current technology has allowed researchers and 

clinicians to quantitatively identify and measure such injuries. The sensor used in this study was an 

Eyelink 1000 eye tracker that followed the pupil position of the subjects - categorized as positive or 

negative for head trauma - as they watched videos on a monitor placed 55 centimeters away. From this 

tracker data, researchers created scatter plots of time series data and used statistical software to quantify 

aberrations in eye tracking. Using this analysis, researchers drew correlations between eye tracking 

disconjugacies and the extent of a subject having a positive scan for TBI.  

Researchers and clinicians are also using data to make informed predictions when making 

diagnoses for infectious diseases. With data from computed tomography (CT) scans, the National Key 

R&D Program of China created a COVID-19 identifier using machine learning methods. To do this, 

researchers labeled each scan with its patient's COVID-19 test result, and then fed this into a program to 

find patterns in the scans that indicate the presence of COVID-19 (Wang, 2020). Although a model like 

this is not yet validated for clinical use, machine learning offers researchers a fast and convenient tool to 

identify high risk subjects and understand the effects of diseases on the entire body.  
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Because of the specificity of some of the analysis methods, we have not considered them as 

viable methods for GILBERT’s analysis features. However, these crucial steps such as preprocessing, 

filtering, feature extraction, correlations and statistical analyses, and deeper algorithms like machine 

learning are important to understand for future design considerations and iterations of our product, as 

described in Chapter 6. 

2.2.2 Standard Analysis Tools 

 Performing computational analyses on biomedical data relies on three main components: 

management, storage, and analysis methods.  Successful data analysis is accomplished with fluid 

transition to and from data management and storage (Tchagna Kouanou et al., 2018). Many standard tools 

of practice have these capabilities that allow researchers to efficiently analyze large quantities of 

biomedical data. Various tools that derive meaningful analytical outcomes from data include Microsoft 

Excel, scripting languages such as Python, R, and MATLAB, and visualization software like Tableau. 

Even though these programs and languages are all utilized for the purpose of analysis, each has its own 

defining characteristics which make it applicable for certain types of analysis. 

 Though at first glance it may seem like a modest spreadsheet editor, Microsoft Excel is a 

powerful tool for the analysis and transformation of tabular data. The Excel interface makes smaller 

datasets easy to manipulate and edit, and users can create basic charts and formulas to delve further into 

data analysis. Though these processes are basic, they provide an important statistical foundation for 

researchers. As reinforced by Divisi et al., a lack of understanding in basic statistics can lead to major 

discrepancies in further data analysis. In many cases, analysis on Excel is an effective and straightforward 

first step in further understanding a dataset. 

 Scripting languages can support automated functions that create a more repetitive and repeatable 

environment for data analysis. MATLAB is a scripting language whose foundational data storage is in 

matrices. It supports a large range of computational capabilities including statistical analyses, machine 

learning, signal and image processing, graphical capabilities, and much more. MathWorks, the creator of 

MATLAB, provides many add-on products to users that increase functionality and include many 

additional built-in functions. Some of these add-ons include curve fitting, data acquisition, image 

processing, signal processing, statistics and machine learning, and symbolic math toolboxes. In 

conjunction with MATLAB’s wide range of initial capabilities, these add-ons create a high-level 

environment that is widely used in problem solving with data driven solutions. Its applications have been 

used in industries beyond the field of biomedical engineering, including aerospace and defense, 

communications, geologics, and energy production (MathWorks, 2021). Another commonly used 

scripting language is the open-source software package, R. R is known for its user-friendly interface 
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compared to other programs such as Python and C. It also hosts nearly 6,000 preset software packages 

that allow for easy use of general capabilities like statistical analysis and data visualizations, as well as 

more complex, specialized packages. Many notorious analytical products have been created with R at 

their core including Bioconductor, a genome sequence analyzer, IPMpack, a population growth modeler, 

and ggplot2, a graphical analyzer (Tippmann, 2014).  

 Interactive data dashboards like Tableau are emerging in popularity for their ability to display 

fluid, immersive visualizations. Data visualization is an effective means of providing easily consumable 

insight to the data analysis, utilizing visual rhetoric fundamentals to create an implicit understanding of 

the results. These dashboards offer more impactful analysis to the user than traditional visualization 

methods, as their interactivity allows for the selection of qualities and attributes that the user deems most 

effective (Janvrin, 2014).  

 As we built our application, one of our objectives was to make data handling easier in GILBERT 

than it would be through these tools. For example, we aimed to provide the statistics and charts that can 

be made using Excel and MATLAB without any confusing chart making or code writing. When 

completing analysis across studies, we hope that GILBERT will have the same or better impact as an 

interactive data dashboard. We also used these tools to help build our project. For example, GILBERT 

automatically computes statistics using Python and makes visualizations using Matplotlib, a Python 

library that mimics the MATLAB graphing capabilities. We discuss these technologies more in Section 

2.3.1. 

2.2.3 Big Data Storage 

 When discussing how to store large amounts of data of different types, there are two main 

options: the data warehouse and the data lake. While both consume data easily and have quick response 

times, the two have many differences in structure, flexibility, how data is put into it, and more (Sharma, 

2018).  

 The data warehouse is the more structured of the two storage systems. It uses the schema-on-

write technique, meaning that the database schema had to be created before data was entered, and all data 

had to fit this template at the time of storage (Inmon, 2005; “Schema on Write”, 2020). They are typically 

designed and populated in a step-by-step process, rather than all at once (Inmon, 2005). The data in the 

warehouse is also integrated, meaning that it is reformatted to communicate easily across tables (Inmon, 

2005). For example, there are multiple ways to format a gender variable in a database, such as ‘m’ and ‘f’, 

0 and 1, and ‘male’ and ‘female’. The data warehouse will take this data and convert all of these columns 

to have the same values. Given the previous example, the data warehouse would have one specific gender 

variable name, such as ‘m’ and ‘f’, and convert all gender variable columns with different labels to ‘m’ 
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and ‘f’ (Inmon, 2005). Data warehouses are also known to store data at different levels of granularity 

(Inmon, 2005). For example, it can hold each record from each patient using a Fitbit, along with a table of 

summary statistics of all users using all Fitbits (Inmon, 2005). This allows easy querying both for specific 

questions, as in asking how many steps an individual made on a certain day, and broad questions, as in 

which time of day exhibits the highest heart rate among all Fitbit users (Inmon, 2005). Overall, while data 

warehouses can take more time and effort to plan and build in the beginning, it allows for easy access to 

multiple sets of data (Sharma, 2018).  

 Data lakes, however, are more flexible. They are fed data in its raw form, and little or no 

processing is involved in storing and structuring it (Sharma, 2018). The schema is not known until the 

data is fed; this is called the schema-on-read approach (Sharma, 2018). This means that the data lake can 

store data in virtually any format, from spreadsheets to blog posts to sound files (Sharma, 2018). They 

also do not need to perform as much integration since there is no rigid schema (Sharma, 2018). However, 

this also means that building a data lake is far more complex (Sharma, 2018). Without a definitive 

structure, many different technologies are needed to be able to put data into the data lake and retrieve it 

for analysis (Sharma, 2018). It is up to the creators to determine how the data can be integrated upon 

retrieval if necessary and to ensure that the transferring up data remains private and secure (Sharma, 

2018). 

 In the span of our project, we did not create either a data warehouse or a data lake. However, 

assuming the scope of our pipeline grows after we complete our portion of the project, connecting a data 

warehouse or data lake would both have benefits. A data warehouse could be a simpler approach if the 

user knows how to integrate any entered data properly. On the other hand, a data lake could allow for 

speed and flexibility, and these are used by other biomedical researchers (Poudel). 

2.2.4 Databases and Database Management Systems 

 A database is an organized collection of structured information, or data, typically stored in a 

computer system (Bella & Nagle, 2014). They are usually controlled by a Database Management System, 

or DBMS. A DBMS is a software tool that acts as the interface between the end user and the database 

(Esakkirajan & Sumathi, 2007). While the functions of a DBMS can vary greatly, some of the general 

functionalities are data management, a database schema that defines the database’s logical structure, and a 

database engine that allows data to be accessed, locked, and modified.  

 In a DBMS, data models are used to describe the underlying structure of a database. The model 

defines how data is connected and how it is processed and stored inside the system (Navathe, 1992). In 

the early stages of DBMS, the popular data models were the hierarchical and network models. In the 

hierarchy model, each node/component has a child-parent relationship with one other node/component. In 
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the network model, a node/component can have multiple relationships (Navathe, 1992). While these were 

the primarily used models used by DBMS, they had the drawbacks of minimal data independence, 

minimal theoretical foundation, and complex data access. These drawbacks were overcome with the 

introduction of the relational database model, which introduced the concept of storing data rows and 

columns in tables rather than as a hierarchy in a file (Esakkirajan & Sumathi, 2007). This new data model 

led to the creation of a more advanced DBMS system, known as the relational database management 

system (RDBMS).  

2.2.4.1 Relational Database Management System 

The relational database model was a landmark development because it provided a mathematical 

basis to the discipline of data-modeling based on the notions of sets and relations (Navathe, 1992). In an 

RDBMS, the data in the database is organized in the form of tables (relations), and each table consists of 

rows (tuples) of data that are defined over a set of attributes. With this unique organization, RDBMS are 

able to provide benefits such as: 

● Relational algebra  

● Simple and precise semantics that is able to provide a good amount of query optimization 

within the system 

● A clean separation of the logical from the physical parameters, which makes it easier for 

a wider group of users to understand and work with the database  

● An easily maintainable system  

With these benefits, this management system gained wide popularity in the business and 

technology industry. Some of the popularly used RDBMS are MySQL, PostgreSQL, Oracle DB, and SQL 

Server. Almost all RDBMS use SQL (Structured Query Language) as the standard programming 

language used to access and manage the relational databases, but most of them have their own extensions 

of the language. We considered the different properties of RDBMS when choosing to use PostgreSQL for 

this project. 

2.2.4.2 Non-Relational Databases 

 While relational databases are popular in the business and technology industry, non-relational 

databases are on the rise. Non-relational (NoSQL) databases were developed in the late 2000s with a 

focus on scaling, fast queries, frequent application changes, and making programming simpler for 

developers (Schaefer, 2020). While relational databases tend to have rigid, complex, and tabular schemas, 

NoSQL offers more flexibility. It encompasses a wide range of database technologies that can store 

structured, semi-structured, unstructured, and polymorphic data (Navathe, 1992). In other words, it does 
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not require a predefined schema. While the flexibility that NoSQL databases offer is an advantage, it 

unfortunately does not handle data reliability and consistency well. Unlike relational databases, it does not 

natively support ACID (Atomicity, Consistency, Isolation, Durability), a standard set of properties that 

guarantees that database transactions are processed reliably (Navathe, 1992). By lacking in this, NoSQL 

databases tend to have a higher chance of compromising data consistency. With these drawbacks, NoSQL 

databases cannot replace relational databases, but they can be more effective to use for certain types of 

projects. We considered using NoSQL databases when implementing this project. 

2.2.5 Data Pipelines  

In an age where vast amounts of data are being stored and analyzed, the need for a fast, reliable 

data management system is growing. Oftentimes, companies that collect large amounts of data from many 

different sources need to store that data in several different places. This can make data difficult to access 

for later analysis. Data pipelines offer a valuable solution to this problem. At its core, a data pipeline is 

responsible for moving data from a source to a destination (Dearmer, 2020). This could include moving 

data from where it is being generated or collected and moving it to a data warehouse or an analysis tool.  

  Data pipelines get their name due their flow of data, as the data must be processed in one step 

before it can move to the next. Along the way from source to destination, the data in the pipeline is 

manipulated. It is a data pipeline’s job to combine new data with old data, perform feature extraction, 

filter data, and error check along the way (Dremio, 2020). This automates much of the manual data 

cleaning and processing that would be required without a pipeline.  

Data pipelines offer a wide variety of uses in many important fields. One example of this is an 

automated analysis pipeline that transforms microscopic images of cells into tabular data (Evans & 

González, 2019). This data pipeline, seen in Figure 4, uses several stages of neural networking to process 

a raw image of many cells, identify each of the cells, specify areas of interest on each cell, and extract 

data about those areas into a table. This table can later be used for visual analysis in languages like R or 

Python. The pipeline automates a large amount of data collection; about 13 gigabytes for each 

experiment. González says, “This push towards full automation removes the burden of step‐by‐step 

manual data analysis, freeing the scientist to focus on experiment design, data acquisition, and 

interpretation.” 

 



15 

 

 

Figure 4. Overview of automated analysis pipeline described above. 

 

Data pipelines also have uses in the healthcare field. One such pipeline, proposed by a group of 

researchers, would be responsible for collecting medical data from sensors on patients, running analysis 

on the data to determine indicators of health, and finally predicting the disease or injury in the patient 

(Baljak et al. 2018). The pipeline would handle multiple types of data for each patient, such as outputs 

from electrograms to monitor heart function and vital signs such as blood pressure, body temperature, and 

heart rate. In the current healthcare system, patient data is collected and monitored but rarely recorded. 

Implementing a pipeline that stores and analyzes that data could change the way healthcare professionals 

care for their patients. Not only could the pipeline run real-time analysis on the patient that it is collecting 

data from, but it would also store that data to help with diagnosis predictions for future patients. 

One example of a pipeline that is progressing towards accomplishing both data storage and 

analysis is the Cerebral Blood Flow Biomedical Informatics Research Network. The Cerebral Blood Flow 

Biomedical Informatics Research Network, more simply known as CBFBIRN, is a combination pipeline 

that includes a database and analysis system. Developed by a team from the University of California at 

San Diego, this pipeline works with a magnetic resonance imaging (MRI) technique known as arterial 

spin labeling, or ASL. ASL is an arising method for quantifying a subject’s cerebral blood flow (CBF) 

and is known for being non-invasive. The analysis of CBF is crucial for studying and better understanding 

a multitude of conditions and disorders including Alzheimer’s disease, schizophrenia, bipolar disorder, 

depression, traumatic brain injuries, human immunodeficiency virus, and methamphetamine abuse (Shin, 

2013).  

Because of its wide range of applications and relatively new arrival in the medical field, there is a 

need for data sharing and storage. CBFBIRN provides a central data repository for researchers to upload 

arterial spin labeling images and other clinical data so that the data may be processed and analyzed. 

Benefits of data sharing in this application include greater effectiveness of statistical analyses, better 

testing of new algorithms, and a better understanding of the systems accuracy and reliability (Shin, 2013). 

The CBFBIRN database is an entity-attribute-value (EAV) database that improves usability and 

efficiency by storing data and metadata in the same centralized schema. This allows for easy accessibility 

to different studies and their characteristics, demographic data, clinical assessments, and raw data. There 
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are small extensions to the primary schema for uses like security and raw data uploading. A user can 

upload raw data from their machine through two paths: (1) a Java Web Start application and (2) a user 

interface that connects a web browser to CBFBIRN.  When attempting to upload raw data, the user is 

guided through steps of browsing, selecting, and uploading. The system performs a check to analyze the 

quality of the uploaded image, classify the uploaded image, and anonymize the information relating to the 

image. Anonymization is vital to patient security and the removal of possible identifying features. 

Security is also ensured when it comes to accessing and uploading data through a privilege-based system 

that is facilitated by the administrator (Shin, 2013). 

Following the upload of a raw ASL image, the user can follow one of two processing modules. 

Processing module one consists of cerebral blood flow quantification. CBF quantification allows the user 

to select different processing methods from a subset after being presented the different options. These 

include field map correction, partial volume correction, spatial smoothing, and skull stripping (Shin, 

2013). Processing module two focuses on filtering and group analysis. The CBFBIRN filters data with a 

query that allows the user to select based on group type, demographics, clinical assessment, along with 

previously performed processing techniques. There are three specific types of group analysis: (1) whole-

brain mean grey matter analysis, (2) regional analysis for each of the user defined regions of interest, and 

(3) voxel wise standard space analysis. The sequential steps of filtration and group analysis allows for the 

comparison of different variables across different groups. Statistical methods are invoked to generate 

results and quantify group comparisons. These results include summary tables, tables displaying 

statistical results, derived data, and importantly, data visualizations. Figure 5 details the functional flow 

of the CBFBIRN system. It highlights key features that our team added to GILBERT such as the 

database, the ability to build a query, options for analysis, and displayed results in the form of summary 

tables or visuals. 

 

 

Figure 5. CBFBIRN flows from the central data repository to displayed results (Shin, 2013). 

  

 While this pipeline allows for users to upload and share data as well as select different analytical 

methods, it has some limitations. CBFBIRN only works with one type of data collected through magnetic 
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resonance imaging. The analysis methods are very specific to the type of data this pipeline works with 

and has limited selection options for the user. These analysis methods also do not include diagnostics, 

predictions, or patient status. There is a need for another analysis step outside of the pipeline. In short, this 

pipeline is too specific, and our team aimed to build one that is less so. 

 By analyzing these other data pipelines, our team had a better understanding of the advantages 

and shortcomings that data pipelines have. For example, many of these pipelines had a very specific use. 

They were only able to process one type of data and produce results that are specific to certain conditions. 

For this reason, our pipeline was built to have a larger scope. While GILBERT currently does not have as 

many analysis capabilities, we hope that its ability to analyze existing data will be expanded upon and 

applicable to more than one kind of biomedical data. 

2.3 Technologies 

 We considered and chose to use various programming languages, frameworks, and libraries to 

accomplish the goals of the project. 

2.3.1 Python 

Python is a high-level object-oriented scripting language. It is also considered an interpreted 

language, meaning that the code is run by an interpreter rather than being compiled into machine 

language instructions, allowing it to be platform independent. Some key features of Python include its 

relatively simple syntax and dynamic typing and binding (Python Software Foundation, n.d.). The current 

version of Python is Python 3, which has significantly redesigned syntax, text formatting, and other 

various changes from Python 2, which stopped receiving support in January 2020 (Coghlan, 2020). 

Python has a wide variety of libraries for different purposes and interfacing with other software. Because 

of this, the team used Python for the back end of this project, alongside various open-source Python 

libraries and frameworks such as Pandas, SQLAlchemy, Matplotlib, and Django. 

Pandas is a widely used open-source Python library that is built on the NumPy Python library and 

is used for data analysis and manipulation. It provides easy functionality for reading and writing to SQL 

databases and different file formats such as .csv, .txt, and .xlsx. Furthermore, it has multiple operations 

for reshaping datasets and handling missing data. This is accomplished through the use of DataFrame 

objects, which Pandas uses for storing and modifying datasets (NumFOCUS, 2020). GILBERT uses 

Pandas to manage and analyze data on its back end. 

SQLAlchemy is a Python library for working with relational databases and ORM, or object-

relational mapping. It consists of two main components: its core package, which features abstraction 

functions for generating SQL statements, and its optional ORM package, which allows for control over 
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how data is translated between Python objects and SQL data types. SQLAlchemy supports most forms of 

SQL, including SQLite, PostgreSQL, MySQL, Oracle, MS-SQL, Firebird, and Sybase (Bayer, n.d.). 

GILBERT uses SQLAlchemy to convert data between its database and back end. 

Matplotlib is a Python library for creating different types of data visualizations. It was originally 

developed by John D. Hunter around 2003 to emulate the graphing capabilities of MATLAB within 

Python (Solomon, 2021). It is a widely used open-source library with an abundance of documentation and 

support. Multiple add-on toolkits and third-party packages are available to provide additional features. 

The library offers a multitude of different configuration options for visualizations, as well as the ability to 

export and embed them (Hunter, 2021). GILBERT uses Matplotlib to generate graphs within its analysis 

feature. 

Django is an open-source framework designed for creating web applications using Python. It was 

initially developed between 2003 and 2005 before being released as an open-source project. It is scalable 

and secure, with built in features for adding user authentication, site maps, and RSS feeds. For hosting 

purposes, it is compatible with several different web platforms and services. Django follows the Model-

View-Template design architecture, where a view contains handlers for accessing model data, while 

delegating front-end formatting to a HTML template (MDN Contributors, 2019). The web application 

portion of GILBERT uses Django. 

Similar to Django, Flask is another open-source framework used for making web applications in 

Python. It depends on the Jinja template engineer and the Werkzeug WSGI toolkit and was originally 

released in 2010. Flask allows for support of extensions and does not specify which database can be used, 

allowing for flexibility, and broadening its applications. These extensions can include upload handling, 

database integration, authentication, and more (“Flask Documentation”, 2020). We considered Flask 

when designing the web application portion of GILBERT. 

2.3.2 MySQL and PostgreSQL 

MySQL is a popular open-source relational database used widely in web applications. The tool 

was created by MySQL AB, a Swedish software company which has been acquired by Oracle (MySQL, 

2020). There are multiple libraries available for most common web and object oriented languages to 

connect with MySQL databases, such as the mysql.connector library for Python. The team used MySQL 

for this project in its initial stages. 

PostgreSQL is another popular open-source relational database which has millions of users. The 

tool has over 30 years of active development, originating from research done at University of California 

at Berkeley in 1986. It extends the standards of SQL with added features for improved transaction safety 

and scaling. It also runs on all major operating systems and has numerous add-ons and APIs for 
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interfacing with different languages and frameworks (The PostgreSQL Global Development Group, 

2021). The team used PostgreSQL for this project in its later stages. 

2.3.3 Heroku 

Heroku is a cloud platform for hosting and maintaining web applications. It is treated as a 

platform as a service, which internally uses Amazon Web Services, which is an infrastructure as a service. 

Developers can deploy applications and services on dynos, which are lightweight virtualized Unix 

containers. Heroku has various add-ons for supporting different data sources and supports applications in 

languages such as Node, Ruby, Java, Scala, and PHP. Applications do not need to be modified 

extensively to work with Heroku (Heroku, 2020). We hosted GILBERT on Heroku. 

2.3.4 Amazon S3 

 Amazon Simple Storage Service (Amazon S3) is an object storage service that proves a platform 

for storage of data in the form of objects (“Amazon S3”, n.d). The storing of objects allows users to store, 

analyze, and retrieve large data from a variety of platforms such as websites, mobile apps, etc. The team 

used this service for temporarily storing the uploaded .csv files and also retrieving them for the upload 

process.  

2.3.5 Celery 

 Celery is a Python-based task queuing software package that executes asynchronous 

computational workloads (McQuistan, n.d). The technology is commonly used in conjunction with a 

storage solution, also known as a message broker, which allows for communication to happen between 

the application code and Celery. The message broker stores messages produced by the application code 

which describes the work to be done in the Celery task queue. Celery transfers this to a Celery worker 

which spawns threads and executes the actual task. Once the task is completed, the results are stored in 

the message broker for the application code to retrieve.  GILBERT uses Celery to handle tasks related to 

its uploader feature.  

2.3.6 Redis 

 Redis, which stands for Remote Dictionary Server, is a fast, open-source, in-memory data 

structure store that is used as a database, cache, message broker, and queue (“Redis”, n.d). It is a key-

value data store, which is a data storage paradigm that is designed to use a simple key-value method to 

store data. The database stores data as a collection of key-value pairs in which the key acts as a unique 

identifier. Because Redis stores the data in-memory rather than on disk, it eliminates the need to access 
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disks and avoids seek time delays. GILBERT uses Redis as a message broker to store tasks related to its 

uploader feature.  

2.4 Summary 

A data pipeline provides many ways to automate the activities of researchers, healthcare 

professionals, and engineers. When large quantities of data are collected, a system needs to be in place to 

run automatic analysis. By leveraging a system for this purpose, people in these professions can focus 

their efforts on other aspects of their job. For this reason, we created a data pipeline whose primary 

functionality is to manage, store, and analyze various types of biomedical data. Research of industry 

standards and investigations into available tools supported design decisions and the selection of tools such 

as Django, Heroku, and PostgreSQL. 
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Chapter 3. Methodology 

 This chapter discusses the steps taken to develop GILBERT. We began with research of relevant 

literature and interviewing stakeholders. The information collected from this research influenced our 

design decisions. The Agile methodology was implemented to promote teamwork, retrospective 

evaluations, and process improvement. Through our sprints, GILBERT was improved by implementing 

new functionalities, beginning with the creation of the database, and progressing through the creation of 

an easy-to-use user interface (UI). The timeline of our methodology and design process is shown in the 

Gantt chart below (Figure 6).  

 

 
Figure 6. Gantt chart outlining GILBERT development timeline. 

3.1 Requirements Gathering 

In the initial phase of our project, we researched tools, industry standards, practiced 

methodologies, and existing pipelines to guide our decision making and aid us in determining the scope of 

our project. We accomplished this through reviewing relevant literature and conducting multiple 

interviews.  
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We began with a semi-structured interview with Boston Scientific data analytics analyst Umanga 

Poudel. In this interview, we aimed to understand current practices and tools that are used in the medical 

device industry. When asked to briefly explain his role at Boston Scientific, Mr. Poudel explained that he 

works with feedback data on company devices stored in a tabular format. He detailed the method for data 

upload as follows: 

1. Users fill out a form on the device 

2. Form is sent to a back-end Oracle database 

3. Data from the form goes into a data lake  

From there, the team writes queries to analyze the data. Mr. Poudel outlined many different tools 

for data analysis including Statistical Analysis Software (SAS), Tableau, Risk Based Inspection (RBI), 

Python, and Microsoft Excel. The performed analyses allow their team to create real-time automatic 

reports and data visualizations.  We then asked Mr. Poudel to explain the rationale for selecting these 

tools along with advice for our selection process. He stressed the importance of speed in diagnostic 

capabilities which can be improved by having compatibility between the data storage and analysis tools. 

Further, he explained a system must be easy to validate into use. For this reason, his team heavily relies 

on SAS as it is already validated, helping his team avoid the troubles of validating the constantly updating 

libraries of Python. Finally, we asked Mr. Poudel to detail the troubles that his team faces to help us 

identify possible areas our project could improve upon. He explained that data that he and his team collect 

contain a lot of free text fields, which can lead to incorrect or poorly entered data. He also discussed that 

having many different methods for analysis decreases the efficiency of the analysis process and makes it 

difficult to centralize the data storage and analysis methods. The list of questions that we asked Poudel 

can be found in Appendix A (Poudel).  

 Next, we interviewed two professors at Worcester Polytechnic Institute: Adam Lammert, Ph.D., a 

biomedical engineering professor and our project advisor, and Emmanuel Agu, Ph.D., a professor of 

computer science. To better understand the scope and need for our project, we asked Professor Lammert 

to explain the inspiration for the biomedical data pipeline project. Professor Lammert explained that in his 

time as an employee at Massachusetts Institute of Technology’s Lincoln Labs, he saw a need for 

combining data storage and a centralized method of flow between storage and analysis. He cited frequent 

use of ad hoc methods, in which the data was collected for a single use and then not referenced again, and 

the possible benefit of being able to incorporate new data as collected and perform cross-study analyses. 

Professor Lammert also described some important functionalities and design considerations for our 

team’s pipeline in response to further questions. This included ensuring patient data privacy, creating an 

easy-to-use interface for busy clinicians, and having quantifiable diagnostic abilities with specified 

sensitivity and specificity. The full list of questions we asked Professor Lammert can be found in 
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Appendix B (Lammert). During our team’s interview with Professor Agu, he first explained that he is 

currently working on a drunk driving project that uses machine learning and sensor data from phones to 

make sure someone is safe to drive home. Currently, data for his projects is stored locally on mobile 

devices or sent to a server, with analysis often being done with Python scripts. Based on the description of 

our pipeline, Professor Agu believed it would make working with data simpler and provided our team 

with advice on pipeline construction based on shortcomings of systems he has worked with.  He 

instructed us to code using industry standards and to be careful with data transformations as they can have 

bugs that are difficult to detect. The full list of questions can be found in Appendix C (Agu). 

 At the start of our project, our team was provided two data sets. Both were collected from 

previous WPI Interdisciplinary Qualifying Projects (IQPs). One project aimed to understand changes in 

cognition in relation to different exercise regimens. Their dataset included accelerometer and heart rate 

data collected from Fitbits and two cognitive assessment tests, the Corsi block-tapping test and the 

Eriksen Flanker Task (Finn). The other project’s goal was to identify differences in speech and gait data 

between those who had experienced a traumatic brain injury and those who had not. In addition to 

interviewing the two teams to better under the organization of their datasets, both teams were asked to 

explain the attributes of a system that would have assisted them in organizing, processing, and analyzing 

their data. Both teams mentioned they had a significant amount of manual work and that a system with 

automation would have been ideal. Further, they explained that for the different types of data in each of 

their datasets, they had different, discrete steps to extract and analyze the data. A centralized, universal 

method of pulling and analyzing data would have been beneficial to both projects. The full list of 

questions asked to both IQP teams can be found in Appendix D and Appendix E (Finn; Pandey).  

 As we designed the schema for our database, we met with one of our project advisors, Dr. Kajal 

Claypool, to get feedback and suggestions regarding the best method for storing the data necessary for our 

pipeline. This helped us improve our data storage model over time and address issues we had not 

previously considered. In our first meeting, we presented our preliminary schema to her and received 

various points of feedback. Most of these included renaming tables, adding attributes, and addressing 

privacy concerns regarding keeping subjects anonymized while still storing demographic data. 

Additionally, she recommended that we investigate non-relational databases as a potentially more 

effective method of data storage. After improving our model and conducting research on non-relational 

databases, we met with Dr. Claypool a second time to clarify the need for a non-relational database and 

explore how it could be configured to support the pipeline. During the meeting, we discussed potential 

approaches and limitations for using a relational database for our project, and concluded that it would be 

just as effective, if not more so, than using a non-relational database alone, which matched the 
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conclusions we reached from our research. The meeting agenda used to lead the discussion can be found 

in Appendix F (Claypool). 

 Following the interviews, we investigated literature to better understand current practices 

including relevant pipeline examples, to understand industry standards, and to find possible tools for 

implementation. We researched Food and Drug Administration (FDA), National Institutes of Health 

(NIH), and Health Insurance Portability and Accountability Act (HIPAA) standards of data use in 

biomedical applications. This gave us a better understanding of patient privacy, data sharing, and design 

requirements for medical devices. Next, to better understand data type and storage methods, we 

investigated management methods for big biomedical data including both Relational and Non-Relational 

Database Management Systems. Our team developed a toolbox to aid with the pipeline design. This 

included narrowing in on a scripting language, Python, and complementary packages, databases such as 

MySQL and PostgreSQL, and possible platforms to develop a user interface. To finally understand the 

combination of all these components, we analyzed current data pipelines for biomedical applications and 

identified their successes and shortcomings. 

3.2 Applied Agile Methodology  

When working in a large group on a project with changing objectives, the need for excellent 

group communication and collaboration is evident. To maintain a standard of communication, our team 

used the Agile Development Methodology for meeting schedules and code development. As defined by 

the software company Atlassian, the Agile approach is built around small iterations that allow for 

flexibility and variability as the nature of a project evolves (Atlassian, n.d.). These iterations - known as 

sprints - focus on completing small tasks within a short period of time. This approach allows for 

immediate deliverable feedback to expand on for the next sprint. When beginning the project, our team 

met to define the terms of our agile sprints, and how we would maintain and uphold them.  

3.2.1 Length of Sprint 

In a project that relies on regular input from advisors and stakeholders, it was imperative that the 

team regularly provided deliverables for feedback and direction. To accomplish this, we decided to set 

each sprint length to two weeks. This was agreed upon by the team as an ideal time frame to frequently 

deliver parts of the project while still making significant developments.   
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3.2.2 User Stories as Deliverables 

 To create tangible and understandable deliverables, we created user stories to outline the features 

we would implement in our pipeline. A user story is a high-level description of a scenario that a user of 

GILBERT would encounter, including any features or functionality that would be used. For example, a 

user story on a data privacy feature could be written as “As a researcher, I want my data to be stored 

privately so that others will not have access to the data.” These user stories were added to our backlog, or 

list of user stories that have not been started. Then, before each sprint, stories from the backlog were 

selected to be completed during the sprint. The size of our team allowed multiple user stories to be 

completed in parallel by assigning different stories to individuals, pairs, or groups within the team, 

maximizing our productivity.  

A comprehensive list of our user stories can be found in Appendix G. This list shows all of the 

user stories that were completed in each sprint, along with those remaining on the backlog. 

3.2.3 Meeting Structure 

 When working on various tasks in separate groups, important information is at risk of going 

unshared or unrecorded. To ensure excellent communication, the team devised a series of meetings that 

would happen at different parts of the sprint. These meetings included scrum meetings (also known as 

standup meetings), demonstration meetings, retrospective meetings, and sprint planning meetings. 

 We held brief scrum meetings with our advisors on every Monday or Tuesday during the sprint 

weeks. These meetings lasted between 15 and 30 minutes and had the purpose of getting each team 

member acclimated with the current state of the project. Each team member would outline what progress 

they made since the last meeting and what future work they hope to accomplish. If applicable, the team 

member also outlined any obstacles they foresee in their future work so advisors or team members can 

assist them. 

 We also held demonstration meetings with our advisors every Thursday or Friday during the 

sprint weeks. At the midway point of a two-week sprint, this meeting was a smaller, informal 

demonstration of progress with the purpose of providing deliverables for feedback and direction. At the 

end of the two-week sprint, we provided a comprehensive demonstration of the working product to 

showcase new features and functionalities. These meetings usually lasted an hour, which allowed for 

dialogue between the team and advisors. 

 In between sprints, we held retrospective meetings. Only team members attended retrospective 

meetings. These meetings lasted 30 minutes and focused on the team dynamic rather than project goals. 

We discussed what went well during the previous sprint, what could have been improved on in the 
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previous sprint, and what will be done differently in the next sprint. The takeaways from this meeting 

were applied to each following sprint to ensure constant improvement. 

 Before the start of each sprint, the team held sprint planning meetings. These lasted 30 minutes to 

an hour with the goal of planning the main objectives for the upcoming sprint. This included selecting 

user stories from the backlog to focus on for the next sprint and assigning team members to work on 

them. If a user story was too vague or large, the team either split it into two user stories or created 

subtasks within the user story, which were then assigned to different team members. In the event that a 

subtask became too large, the team created a new user story dedicated to the separate subtask. The team 

also added user stories to the backlog to address new requirements, feedback, or ideas that had come up 

during the previous sprint. These meetings helped bring clarity to our future plans and allowed us to 

immediately start working as soon as the next sprint started. 

3.3 Data Storage Design 

Because GILBERT needs to store and analyze any kind of biomedical data, we spent a 

considerable amount of time planning what type of database and schema to use. Our first decision was 

choosing between using a relational or non-relational database. We made this decision by evaluating the 

benefits and limitations of the two options and estimating how effectively we would be able to use them 

to support GILBERT. 

Relational databases support structured, tabular data with consistent schemas. They have simple 

syntax and are designed to support linking data in different tables through the use of joins and foreign 

keys. This suits most of the needs for the pipeline, but without preset data schemas, it is not obvious how 

different data should be stored since different kinds of data can have different attributes and formats. With 

a relational database, this problem can be solved by creating new tables for each dataset. However, this 

would require considerable back-end logic for comparing data across different studies.   

Non-relational databases offer flexibility and varying levels of structure for storing data without 

needing a predefined schema. These often take the form of key-value pairs in JSON, where you can freely 

add object fields and nested objects. A non-relational database would handle the unpredictable format of 

incoming data better than a relational database, but it otherwise did not seem appropriate for this project. 

The data model required to effectively support essential queries and analysis would be more complicated 

than what would be needed for a relational database and would likely require a combination of nested and 

linked objects. Using a non-relational database would also not make it significantly easier to compare data 

across multiple studies. 

Based on this evaluation and our prior experience with these technologies, we chose to use a 

relational database because of the previously mentioned strengths. Initially, we selected MySQL since it 
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is widely used and well supported for Python applications and used it to run databases locally. When 

setting up our application to use Heroku, we found that PostgreSQL had significantly more support on 

Heroku so chose to use it instead. Similarly to MySQL, PostgreSQL is widely used and well supported 

for Python applications. So, it still supported the goals of the project effectively.  

3.4 Feature Selection 

 With a database client selected, we identified the desired features and characteristics of our future 

pipeline application. The possibilities for biomedical data management and analysis functions are plenty, 

but in order to create a meaningful working product in our allotted time, we agreed to focus on only the 

fundamental pipeline features. After much deliberation, we decided to design our application with the 

following functionality in mind: 

 

1. The user should be able to easily upload and store data into a central, organized database. 

2. The user should be able to easily search and browse all stored data and metadata in a consumable, 

at-a-glance format. 

3. The user should be able to easily perform simple filtered queries and analysis with an option to 

export data for higher level manipulation. 

 

In addition to these features, the team also placed high importance on certain design decisions of 

the application. Mainly, having a web-hosted application that is easily accessible and structured for 

research and institutional use and a simple interface that will not get in the way of the user’s workflow. 

When combining complex features like we sought out to do in our application, it was crucial for our 

interface to be as straightforward as possible with plenty of embedded documentation and assistance. 

3.5 Development 

 GILBERT is an application that users can interact with in many ways, making it imperative to 

include some form of a user interface. It has the crucial role of collecting the necessary information for 

our GILBERT’s back end to use, process, and clearly present the information back to the user. If the user 

interface is not well made, it may be difficult for the user to understand the information the pipeline is 

displaying or to provide the information that our pipeline needs. So, our team focused on structuring the 

front end in a manner that would make it easy for a user to interact with. 
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3.5.1 Version Control System 

 In order to create an environment to develop the pipeline application as a team, our team used 

Git, a commonly used version control system. A version control system is a system that records changes 

to a set of files over time, which allows developers to be able to recall specific versions later on (Git, n.d). 

Git made collaboration easier, allowing changes by multiple people to all be merged into one source. It 

also offers the ability to branch out from the main code base, which our team used to develop new 

features in parallel. The concept of developing new features on a separate branch allows the team to 

encapsulate their edits, making it harder for unstable code to get merged into the main code base. Once 

the edits were completed and stable, they were then merged into the main branch.  

3.5.2 Command Line Prototype 

 At first, our team wanted to make sure that GILBERT could filter the correct results out of the 

database. Due to our lack of knowledge of front-end development with Python, we decided to make an 

application that ran out of the command line. This allowed us to understand how we can use our database 

to display the desired results to the user and how we can successfully add data into our database. By doing 

so, our team could focus on storing and retrieving data from the database before building a more user-

friendly front end. 

 When performing a selection on the desired data, our command line application asked for these 

things, in order: 

1. Which study(s) to analyze 

2. Which data in the study(s) will be analyzed 

3. Which groups (control, experimental) are wanted 

4. Which columns in the table are wanted 

5. Any filtering conditions (for example, a heart rate greater than 80 bpm, or a subject number of 

15) 

 

Figure 7 shows an example of our command line prototype and how a user would go through the 

steps for data selection listed above. In this query, the user is asking for all heart rate data over 150bpm.  
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Welcome to the biomedical data pipeline!  
Type in the study ID for the study you wish to analyze. 
 1 Exercise IQP 
Study ID: 
1 
 
What data from this study would you like to view? If you list multiple items, please leave only a space 
between each one, or type 'all' if you would like to look at all the data. 
 HeartRate_1 
 Corsi_1 
 Flanker_1 
Data Tables: HeartRate_1 
 
Which groups would you like to analyze? Select one, or type "all" if you would like to look at all data. 
 Control 
 Experimental 
Enter the group you wish to analyze, or type "all" if you wish to use all groups. 
all 
 
What attributes of this data would you like to analyze? If you list multiple items, please leave only a 
space between each one, or type 'all' if you would like to look at all the data. 
SELECT * FROM INFORMATION_SCHEMA.COLUMNS WHERE TABLE_NAME = N'HeartRate_1'  
1 HeartRate_1.date_time 
2 HeartRate_1.heart_rate 
3 HeartRate_1.doc_id 
4 StudyGroup.study_group_name 
5 Subject.subject_number 
Attributes: 1 2 
SELECT DATA_TYPE, COLUMN_NAME FROM INFORMATION_SCHEMA.COLUMNS WHERE TABLE_NAME = 'HeartRate_1'  
Any conditions you would like to filter with? Type y or n 
y 
 
What attributes of this data would you like to filter by? If you list multiple items, please leave only 
a space between each one. 
SELECT * FROM INFORMATION_SCHEMA.COLUMNS WHERE TABLE_NAME = N'HeartRate_1'  
1 HeartRate_1.date_time 
2 HeartRate_1.heart_rate 
3 HeartRate_1.doc_id 
4 StudyGroup.study_group_name 
5 Subject.subject_number 
Attributes: 2 
How would you like to filter the attribute HeartRate_1.heart_rate? Please separate each condition by a 
comma. 
If you input a date, please use this format: YYYY-MM-DD HH:MM:SS. Use 24hr time. 
Example input: subject_id = 1,  subject_id = 2 
SELECT DATA_TYPE FROM INFORMATION_SCHEMA.COLUMNS WHERE TABLE_NAME = 'HeartRate_1' AND COLUMN_NAME = 
'heart_rate'  
HeartRate_1.heart_rate = x, HeartRate_1.heart_rate != x, HeartRate_1.heart_rate >= x, 
HeartRate_1.heart_rate > x, HeartRate_1.heart_rate <= x, HeartRate_1.heart_rate < x 
Conditions: HeartRate_1.heart_rate > 150 
HeartRate_1.heart_rate > 150 
Here is your data! 
 
HeartRate_1.date_time  HeartRate_1.heart_rate  Subject.subject_number   
2019-12-11 13:10:00  154    C1   
2019-12-11 13:10:05  157    C1   
2019-12-11 13:10:10  156    C1    

Figure 7. An example of a query on our command line application. Highlighted text shows user input. 

 

 With this information, GILBERT queried its database and printed the data. If multiple data 

categories are selected, GILBERT performed a join on all the selected tables on the subject ID. This 
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resulted in duplicate data being printed out; however, this proved that GILBERT could perform the query 

across multiple tables in a study. 

 To perform uploads, our team created a separate front end connected to the same database. At 

first, this front end only took in data specific to a user and a data category within a study. While this 

upload is tedious for the user, it helped our team determine how to add data into our database. In a later 

sprint, we expanded our upload process to be more automated and generalized, allowing the user to 

specify some conditions about the dataset and format of the files up front and then reading multiple 

folders and files to upload their data all at once. When asking to upload the data, the uploader asks the 

following series of questions: 

1. Which study the data belongs to 

2. If the study uses separate study groups (control, experimental, etc.), and if so, to enter them in 

3. Which data category the data belongs to 

4. If the files are sorted by one subject per file or one subject per row of a file 

5. If the data is time series or not 

6. If there are column labels present in the files 

 Using this information, our uploader adds the data into the correct place in the database, given 

these constraints: 

● The files are in .csv format 

● Each study group’s files are placed in separate directories 

● If one subject per file: 

○ File name is <subject_id>_<data_category_name> 

● If one subject per row: 

○ File name is <data_category_name> 

○ If subject IDs are present, it is the first column in the table 

○ If the data is time series, there are no column labels 

3.5.3 Developing a Django Web Application 

 The initial command line application acted as a proof of concept for what our application would 

consist of. The final version GILBERT is a web application that combines all the features in the 

command-line version of the application. Because GILBERT is a web application, it has a wider reach 

and is easily accessible to the users. Users do not have to install any external software to use our 

application.   

Our team focused on using Python as the main programming language to develop the web 

application, which left us with two options of web frameworks to choose from: Django and Flask. While 
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the two frameworks are both Python-based web frameworks that enable developers to build scalable 

applications, there are key differences between the two. Django is a heavy-weight framework that takes 

care of many of the standard functionalities to build secure and maintainable websites. On the other hand, 

Flask is a light-weight framework that provides some standard functionalities, but not as much when 

compared to Django. Because of that, Flask offers more flexibility (Protasiewicz, 2018). Despite this 

advantage, our team chose to use Django as the web framework to build our application. Django offers a 

better way to structure the code base as the project grows and becomes more complicated, which is better 

for us and for future teams. In addition, Django allows us to focus more on building the business logic of 

the application without having to focus on the other details involved when developing a secure web 

application.  

After deciding to use Django to build our web application, we came across another key decision 

that we needed to make. Django offers the ability to map a model class to a single database table, which is 

a solution to abstract out the write-up of queries for creating, deleting, updating, or any other database 

related capabilities. The other option was for GILBERT to use raw SQL queries that were used in our 

initial command-line application. The option to make use of the Django models seemed favorable, but 

due to the team’s inexperience in working in a Django environment, we decided to use raw SQL queries 

to make the transition from the command line application to a web application go smoothly. Additionally, 

because our application dealt with dynamically created tables, we felt that using Django models would 

not work well for our situation. Our research did not suggest that Django had a straightforward solution to 

handle it. However, we would later integrate Django models into our application to help clean up the code 

and to reduce the overall complexity of it. We use Django models to the tables that are not dynamic, and 

we still use raw SQL to make the queries for the tables that are dynamic.  
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Chapter 4. GILBERT 

This chapter outlines GILBERT, our biomedical data pipeline. The infrastructure of GILBERT is 

shown in Figure 8, with each box indicating a different component. Users interact with GILBERT using a 

web browser. Most of the application is hosted across multiple machines in the cloud via Heroku. 

Gunicorn, a web server gateway interface (WSGI), is used to host the Django portion of the application 

and handles web requests from users. The Django framework contains code related to the front-end and 

back-end logic of the application. PostgreSQL is the primary database of the application, storing uploaded 

data and user data. GILBERT uses Celery to run worker threads for the progress bar in the uploader 

feature (see Section 4.4 for details). Redis allows GILBERT to communicate with the Celery workers. 

GILBERT uses Amazon S3 storage to temporarily store uploaded files. In regard to deployment, Heroku 

designates separate machines for Gunicorn, PostgreSQL, and Redis. Celery is hosted as a task queue on 

the same machine as Gunicorn. Amazon S3 is not managed by Heroku and is on its own machine. 

 

 

Figure 8. GILBERT infrastructure diagram. 

 

 The directory structure of GILBERT’s Django component follows the standards of the Django 

framework. The “mqp_project” directory is the central directory for application-wide settings, URL 

routes, and static files such as .css files and images. GILBERT separates the different features of the 
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application into Django “apps”, which are modular collections of code. As shown in Figure 9, the apps in 

GILBERT are “Analysis”, which handles summary statistics and graph plotting in the study analysis 

feature, “DataPipeline”, which contains the dashboard page and handles filtered queries in the study 

analysis feature, “Inventory”, which handles the inventory feature, “Uploader”, which handles the 

uploader, and “Users”, which handles the user system. Each app contains similar files. HTML template 

files structure the front end of each page of the app. A Python forms file contains form classes that inherit 

from built-in Django classes and define forms on the front end. A Python models file contains model 

classes that inherit from built-in Django classes and define the database schema of the application. A 

Python views file contains the back-end logic for each web page. A Python URLs file contains URL 

routes to link URLs to different back-end functions in the views file. The link to the GitHub repository 

containing GILBERT’s code is included in Appendix H. 

 

 

Figure 9. Django directory structure in GILBERT. 

4.1 Database Schema 

When designing the schema, we aimed to logically store different types of biomedical data, 

information about participants in studies, and study metadata. Figure 10 is an entity-relationship diagram 

which describes our schema but is simplified to exclude table attributes. A full entity-relationship diagram 

with table attributes can be found in Appendix I. Each table has a unique identifier that serves as a 

primary key. Foreign keys link records across multiple tables. We used Django’s built-in “Auth_user” 

table to store user account information including usernames, email addresses, and passwords. The 
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“Study” table contains information related to a study, such as its name, and additional metadata, including 

the study objective, institutions and organizations involved, start and end dates, and contact information. 

Each study is linked to the user that uploaded it. A table called “Study Group” represents groups of 

participants, such as control or experimental groups. Each group is linked to a study. A table called 

“Subject” represents participants in a study. Each subject is linked to a study group.  

 

 

Figure 10. Simplified Entity-Relationship diagram for database schema. 

 

Figure 11 displays a visual representation of how the components of a study are stored within 

GILBERT’s database schema. The color coding indicates matching IDs between different tables, showing 

how the study, study groups, and subjects are linked together. 
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Figure 11. Visual representation of study storage in GILBERT’s database. 

 

Allowing our pipeline to handle a wide variety of data types and formats proved to be difficult 

since relational databases work best when the data they are handling follows a predefined schema. To 

store an arbitrary amount of different data types in a way that researchers could easily view and analyze 

them, GILBERT designs tables that match the format of the spreadsheets the data originated from. Based 

on user input, GILBERT dynamically creates tables with schema that match the files that the user 

uploaded. It stores data with the same columns from each subject within the same table and links each 

data point to its corresponding subject in the “Subject” table. In Figure 10, the “Heart Rate”, “Gait”, and 

“Speech” tables within the circle are examples of dynamically created tables. The naming scheme of the 

dynamically created tables are generated as “<data_category_name>_<study_id of the first study to use 

this data category>”. This allows multiple data categories with the same name to exist as long as they 

belong to different studies. The “Data Category” table contains the names of the dynamically created 

tables and other metadata, such as whether the data category is a time series. For this project, we defined 

“Data Category” as a collection of attributes that would often be columns within the same spreadsheet and 

generally thematically related. We wanted to allow studies to have many data categories while also 

allowing multiple studies to have the same data category, which would occur if their data columns 

matched and allow similar data to be compared across multiple studies. “DataCategoryStudyXref” models 

this many-to-many relationship and represents the cross reference between which data categories 
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correspond with which studies. To provide additional metadata about the attributes of data categories, 

GILBERT uses an “Attribute” table, which is linked to the “Data Category” table and includes 

information about the data type (integer, string, etc.), unit of measurement, and measuring device for each 

attribute. For uploading purposes, GILBERT uses a table called “Document” to link file names of 

uploaded files to the appropriate data category.  

Figure 12 displays a visual representation of how raw data for a study is stored within 

GILBERT’s database. In this example, the Data Category format is Subject per File. Data Categories are 

discussed in Section 4.4. The color coding indicates matching subject IDs between tables and shows 

where and how the raw data is formatted within the database. In this case, two files with the same 

columns contain cardiovascular data about two subjects. When uploaded, GILBERT puts this data 

together into a data category with a user selected name (in this case, “Cardio”). The data is stored in a 

table called “Cardio_1” since the data category name is “Cardio” and the study ID is 1. This table has all 

the same columns as the raw .csv files, with additional columns for a primary key and foreign key to link 

each data point to its corresponding subject. 
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Figure 12. Visual representation of raw data storage example in GILBERT’s database. 

 

4.2 Dashboard and Navigation Bar 

 When designing our dashboard, we kept two factors in mind: simplicity and ease of access. The 

dashboard is the first page of GILBERT that users will see, so it is important that the user interface is not 

overwhelming. Also, we found it necessary to have each of the core features of GILBERT immediately 

accessible to users on the dashboard. This includes our study analysis, upload, and inventory features, and 

are shown on the dashboard in Figure 13.  
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Figure 13. Dashboard, with study analysis, upload, and inventory features. 

 

Having these features readily available helps users to quickly and easily find the tools they would 

like to use as soon as they open the application. To extend this ease of access throughout the application, 

we added a navigation bar to the top of every page. This allows the user to switch to GILBERT’s features 

from any point in the pipeline. The navigation bar also includes a login and a register button to access our 

user system if the user is not logged in. If the user is logged in, the login and register buttons will be 

replaced with a profile button for viewing and modifying the user’s account information and a logout 

button. The two variants of the navigation bar are shown in Figure 14 and Figure 15. 

 

 

Figure 14. Navigation bar when the user is not logged in. 

 

 
Figure 15. Navigation bar when the user is logged in. 

4.3 User System 

To provide security and privacy measures, GILBERT has a system that restricts the access of 

certain data to certain users. Rather than requiring a custom user system, GILBERT leverages the 
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“Auth_User” table and various authentication measures built into Django. When storing user information 

into the “Auth_User” table, GILBERT utilizes Django functions to perform a SHA256 hash on the 

password and then stores the hash. Since the hash is a one-way process, it protects the user’s information. 

Once a user is logged in, Django authenticates the user using sessions. Sessions are made of temporary 

data that is maintained across different pages. They are stored in a database table, with a corresponding 

ID stored in the browser’s cookies. GILBERT uses sessions to determine which user is logged in.  

The user must be logged in to use the uploader feature, but it is not necessary for the Study 

Analysis and Inventory features. This is because GILBERT links the user’s account to the studies they 

upload. GILBERT uses a permission system to control which studies users are able to see or interact with. 

Each study has a visibility field that is set to Public or Private. Public studies can be viewed in the Study 

Analysis and Inventory features by anyone. Private studies can only be seen by their owner. The only user 

that can upload to a study is the owner of the study. GILBERT uses this permission system to protect the 

privacy of the study data stored within it.  

GILBERT has a registration page for creating an account and a login page for logging into it. 

Usernames and email addresses must be unique for each user. Figure 16 displays the registration page 

and Figure 17 displays the login page. Both pages use built-in Django forms. 

 

 

Figure 16. Registration page of user system. 
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Figure 17. Login page of user system. 

 

When logged in, the user can update their profile information on the Profile page, shown in 

Figure 18. This page also allows users to delete their account, which deletes their data from the 

“Auth_User” table. 

 

 
Figure 18. Profile page of user system. 

 

 If a user forgets their password, GILBERT allows them to reset it by clicking the “Forgot 

Password?” link from the login page shown in Figure 16 and then providing the email address of the 

account. If an account exists with this email address, the address receives an email with a link to provide a 

new password. This link would have a unique and randomized string in the URL. Currently, GILBERT 

uses a Gmail account to send these emails. The pages for resetting a password make use of built-in 

Django forms and logic. 
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4.4 Uploader 

 One of GILBERT’s key responsibilities is to allow users to upload their own sets of data. By 

uploading data to the application, users of the system can perform different types of analysis on it. Figure 

19 displays the flow between each page within the uploader section of GILBERT. 

 

 

Figure 19. Flow chart of uploader. 

 

The first page of this feature is the Study page, shown in Figure 20. At this page, the user is 

prompted to either choose an existing study name or enter in a new one. The user’s action determines the 

next page that they are redirected to. If the user enters a new study name, the system redirects the user to 

the study info page where the system asks for the metadata of the new study, shown in Figure 21. If the 

user chooses an existing study name, then the user is redirected to the info page, as shown in Figure 22, 

which is where the user uploads their files. This page is the next step in the flow of the uploader 

regardless of the route the user takes from the first page of the uploader feature.  
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Figure 20. Study page of uploader. 

 

 
Figure 21. Study info page of uploader. 

 

The responsibility of the info page is to learn about the format and organization of the file(s) that 

GILBERT will be uploading. Additionally, the user is prompted to provide information about the data 

category(s) and study group(s) that the uploaded file(s) correspond to. These prompts are found in the top 

portion of the info page. If a data category and/or study group exists for the study, the user is able to 

select them through a drop-down menu. The user will always have the option to add new Data categories 
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and/or study groups by entering in the names into the text field seen in Figure 22. Data categories can 

have three different file formats: Subject per File, Subject per Row, or Subject per Column. If a data 

category is Subject per File, each file being uploaded contains data about a different subject, with each 

column being a different attribute. If a data category is Subject Per Row, each row of a file being 

uploaded would correspond with a different subject, with each column being a different attribute or 

interval in a time series. If a data category is Subject Per Column, each column of a file being uploaded 

would correspond with a different subject, with each row being a different attribute or interval in a time 

series. The info page provides example files of each format type for reference. 

 

 

Figure 22. Info page of uploader. 

 

Due to the possible variability of data, the team defined standards for the user to follow. The standards are 

the following: 

 

● Files must be in .csv format 

● All files that are uploaded together must have the same type of data category and study group 

● Files must be formatted as Subject per File, Subject per Row, or Subject per Column 

● All files that are uploaded together must be formatted the same and have the same column 

headers but can have their column headers in a different order from the data category as long as 

all the files being uploaded together at once have the same order 
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● Files must contain column headers with the exception of the file being formatted as Subject per 

Row and is time series 

● Column headers must only contain alphabetical characters and not include any numerical or 

datetime values  

● Files must only have data on subjects from the same study group 

 

In an effort to verify that the standards are followed, GILBERT performs some error checking. 

Additionally, the application also checks for attempts to upload duplicate data into the database. 

GILBERT stores all the names of the files that were uploaded and to check for duplicate files, it verifies if 

any of the names of the files currently being uploaded already exist. In an event that the system found a 

matching file name within the database, a warning message informs the user that an attempt to upload a 

duplicate file was found. A new prompt appears on the page asking the user how they would like to 

handle the duplicate file(s), as shown in Figure 23.  

 

 

Figure 23. Available options for handling uploading duplicate files. 

 

If the user selects a new data category or study group, the user is redirected to a page where they 

are asked to provide relevant metadata. Then, the user is redirected to the next stage in the uploader 

feature, the final prompt page. If the user selects existing data category(s) and study group(s), the user is 

taken directly to the final prompt page. 

The purpose of the final prompt page, shown in Figure 24, is to provide the user the option to 

remap the columns within their uploaded files to match the corresponding column defined within the 

database. Because there is no guarantee that the order of the columns and their names will match the 

database table that the data will be uploaded to, the user can remap the columns without having to make 

the edits in their own files.  
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Figure 24. Final prompt page of uploader. 

 

At the page shown in Figure 25, all the needed information to upload data to the database has 

been provided, and the user can start the actual process of uploading the data. A progress bar is displayed 

on the page to keep the user updated on the uploader process. GILBERT handles the upload to the 

database asynchronously to prevent the main thread of the website from being blocked. This requires 

Celery and Redis. In Django, the logic to upload the data is implemented in a task, which is a Python 

function that is specifically used by Celery. Then, Celery uses workers to run the function 

asynchronously. Django communicates with the Celery workers via a message broker, which is 

responsible for accepting tasks from Django and delivering them to the worker(s). GILBERT uses Redis, 

a commonly used message broker. 

 

 
Figure 25. Upload page of uploader. 

 

If the user reaches the page shown in Figure 26, the process of uploading the data to the database 

was successful. The user can see the names of the files that they just uploaded to GILBERT under the 



46 

 

column that indicates which files were uploaded successfully. From this page, the user can either continue 

to upload more data to the same study or go back to the dashboard. 

 

 
Figure 26. Success page of uploader. 

  

If GILBERT detected any errors at any point of the upload process, the user is directed to the 

error page as shown in Figure 27. An error message appears at the top of the page which describes the 

error that was detected. Similarly to the success page, the user sees a list of the names of the files that 

were successfully uploaded to GILBERT and those that were not. This tells the user which files they need 

to upload again. If the cause of error occurred during the process of inserting new entries into the 

database, GILBERT performs a rollback to put the database at the state before the recent insert statements 

had occurred. By performing a rollback, it maintains that the database remains in a clean state despite 

having an error that occurred.  
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Figure 27. Error page of uploader. 

4.5 Inventory 

 GILBERT’s inventory feature allows users to search for studies that they have access to and view 

their metadata. This is useful for searching for studies based on their metadata and quickly viewing 

different statistics about a study.  

 The first page in this feature displays the name and description of all studies that the user has 

access to. Figure 28 shows an example of how a study is shown.  

 

 

Figure 28. Study name and description on inventory search page. 
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At the top of the page, there is a search bar, as shown in Figure 29, with different checkboxes that 

allow the user to search for studies that have metadata that contain a certain search term. Searchable 

metadata for this includes study name, study description, institutions involved in study, contact 

information, notes, and names of data categories that studies use. Using this search filters the studies that 

appear on the page. Currently, GILBERT checks if the search term is a substring of the selected metadata 

for each study.  

 

 
Figure 29. Search functionality on inventory search page. 

 

 The name of each study is a hyperlink to another page that displays a variety of metadata about 

the study. This includes the study’s description, total participants, IRB status, institutions involved, start 

date, end date, contact information, visibility, and notes. The study owner’s username is displayed 

beneath the study name. Most of this data is readily available in the “Study” table of the database except 

for total participants, which requires a joined query across the “Study Group” and “Subject” tables. 

Figure 30 displays a partial screenshot of how this data is shown within the application. This screenshot 

uses a test study called “Exercise IQP”. 
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Figure 30. Study metadata on the inventory study page. 

 

 The study groups of the study are displayed on the page as well, as shown with example data in 

Figure 31. This shows the description and total participants for each of the groups. The total participants 

require a joined query across the “Study Group” and “Subject” tables. 

 

 
Figure 31. Study group metadata on the inventory study page. 

 

The data categories of the study are displayed on the page as well, as shown with example data in 

Figure 32. This shows the description, total rows of data, whether it is a time series, and a table of the 

column attributes for each data category. The total rows of data require a joined query that sums the 

number of rows in each data category table that is linked to the subject within the study. 
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Figure 32. Data category metadata on the inventory study page. 

 

4.6 Data Selection and Analysis 

The data selection and analysis portion of GILBERT allows users to select and filter existing data 

from the database, export this data for use in other systems, and create visualizations in the application. 

Once the data is selected, GILBERT offers several forms of analysis to perform on the data. 

4.6.1 Data Selection 

Going through GILBERT’s selection process allows the system to construct a SQL query from 

user input. This query is used to select the data that the user wants to see from the database. First, the user 

selects the study they want to view, as shown in Figure 33.  
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Figure 33. Selection process Step 1: Select a study. 

 

Once the user selects a study, GILBERT performs a query to get the data categories and study 

groups for the selected study. The available data categories and study groups appear on the next page of 

the selection process, as shown in Figure 34. Selecting a data category or categories allows the user to 

choose what type of data they would like to view from the study. Selecting a study group or groups lets 

the user control what group’s data the user would like to see.  

Because these data categories correspond to tables in our database, the selected data categories 

are saved to be used in the FROM clause in the final query. When multiple data categories are selected, 

GILBERT constructs a JOIN statement that joins the data from all the data category tables on subject ID.  

 

 
Figure 34. Selection process Step 2: Selecting data categories and study groups. 
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After the data categories and study groups have been chosen, the user can select the specific 

attributes they would like to view, as well as how they would like to filter those attributes. For example, a 

data category “Heart Rate” may have attributes such as “datetime” and “heart rate” (in beats per minute). 

A user who wants to see all subjects’ heart rate data above 106 bpm and the time at which the 

measurement was taken would select the attributes “datetime” and “heart rate”, and then filter the heart 

rate to above 106. An example of this is shown in Figure 35. 

 

 

Figure 35. Selection process Step 3: Selecting and filtering attributes. 

 

The attributes that are selected for viewing are used in the SELECT clause of the final query. Any 

filtering specified by the user is added to the WHERE clause along with the selected study groups. After 

this step, all the information for the final query has been collected. The query is then built and executed.  

The requested data is displayed to the user in a table, shown in Figure 36, and can be exported as 

a .csv file. GILBERT also gives a statistical summary of the selected data, which can also be exported as 

a .csv file separately from the data it is contrived from. This summary is calculated using a built-in 

function in Pandas that reads selected data into a DataFrame and calculates the mean, quartiles, and other 

statistically significant information for each variable in the selected data. 
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4.6.2 Methods of Analysis 

The selection output screen contains two buttons labelled “Make Histogram” and “Make Scatter 

Plot,” located below the displayed data summary and requested data, as shown in Figure 36. Selecting 

either button will lead to a prompt to create visualizations based on the current data. 

 

 

Figure 36. Buttons for creating data visualizations. 

 

 Selecting the “Make Histogram” button prompts the user to make two choices. The first, an 

integer input, allows the user to choose the number of bins the data is partitioned by. The next prompt is a 

radio button prompt of all selected attributes. This determines which attribute data is used to make the 

histogram. When these questions are completed and the user hits “Submit”, GILBERT uses the 

Matplotlib Python package to create the histogram. This figure is displayed in the output page as shown 

in Figure 37.  The title is automatically filled with “Distribution of [Selected Variable]”. The y-axis is 

labeled as “Frequency” and the x-axis is labeled with the selected variable.  
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Figure 37. Histogram selection prompt and figure output. 

 

The process for creating a scatter plot is similar to the process of creating a histogram. The scatter 

plot prompts require the user to choose two attributes from two radio button lists. These selected 

attributes become the respective x and y axes of the resulting figure. The title of the figure is 

automatically set to be “[X-Axis Variable] v. [Y-Axis Variable]”. Upon submission, the resulting 

Matplotlib figure is displayed as a PNG file. The prompt and the generated figure for the scatter plot 

feature are seen below in Figure 38. These features offer a streamlined, straightforward approach to 

plotting data comparable to programs like Excel and MATLAB. 

 

 

Figure 38. Scatter plot selection prompt (left) and figure output (right). 

 

4.7 Help Manual 

Although we designed GILBERT to be easy to use, there will be instances in which a user does 

not know how to use the application. For these situations, we created a help manual - a document 

embedded into our application that includes helpful information through every step of the pipeline. This 

includes information on data input standards for the uploader, a walkthrough of how to use each of 

GILBERT’s features, and definitions for terminology used throughout the application. An example of the 
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information in our help manual can be seen in Figure 39. The entire help manual can be found in 

Appendix J. 

 

 
Figure 39. A page in our help manual. 

 

The help manual is accessible through a link located on every page of our application, as shown 

in Figure 40. Depending on what page of the application the user is on, the link will take them to the 

corresponding section of the help manual. This allows the user to quickly find information about the stage 

in the application they are on rather than sifting through the help manual. However, if a user would like to 

view a different section of the help manual, they have the ability to scroll through the entire document. 
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 Figure 40. A link to our help manual on the data category/study group Selection page. 

 

 Alternatively, there is a table of contents which contains hyperlinks to every section of the help 

manual. The help manual also provides definitions to terminology specific to GILBERT such as “Data 

Category” or “Study Group” when they are relevant to a given feature. 
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Chapter 5. Evaluation 

 This chapter details the evaluation of GILBERT as a data analysis pipeline and presents results 

collected throughout the process, from both surveys and user studies. Overall, we aimed to assess 

GILBERT’s effectiveness and ease of use, as well as how it compares to existing systems for data storage 

and analysis. We hoped to also establish a need for a tool like GILBERT. Data collected from the 

evaluation was used to outline changes that would be helpful to make in future iterations of this project.

5.1 Procedure 

To assess GILBERT, our team decided to conduct a user study that simulates ways in which a 

user would use GILBERT. To minimize variation across evaluations, our team wrote scripts to guide 

participants through each of GILBERT’s features. The script testing the user system walked through 

creating an account and logging in to GILBERT. The script testing the uploader walked through 

uploading a new study to GILBERT’s database. The script testing the inventory walked through finding a 

study and identifying some of its metadata. The script testing the analysis component walked through 

creating a scatter plot out of data previously uploaded to the system. Throughout, we encouraged 

participants to view the embedded help manual if they have trouble completing their tasks rather than ask 

our team questions. We also wrote an introduction script to explain our project to participants and a 

closing script to thank them for their participation and encourage verbal feedback. These scripts can all be 

found in Appendix K. From this point on, we will refer to each script as shown in Table 1. 

 

Script Name Feature Evaluated 

Script A User System 

Script B Uploader 

Script C Inventory 

Script D Analysis 

Table 1. Script names used in this paper and what they evaluate. 

 

To encourage participation, we decided to keep our evaluation only 30 minutes in length. Because 

of this, we split our participants into two groups. Group 1 used Scripts A, C, and D while Group 2 used 

Scripts A and B. Both groups tested the user system. Due to the COVID-19 pandemic, our team 

conducted our evaluations virtually. We chose to use Zoom as our platform to hold our evaluation 
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because it is a software familiar to many students. Also, Zoom allows its users to share their desktop 

screen and give another person on the call control of their screen. Our team used this remote-control 

functionality to ensure that participants do not have access to GILBERT after the evaluation and to speed 

up the set-up process for each evaluation. 

 Before contacting potential participants, our team made an interest survey in Qualtrics. While this 

survey collected basic information such as their major, education level, and email address, we also asked 

the participant for information regarding their background in handling and analyzing data. This allowed 

us to understand both the variety of backgrounds of our participants and how it may affect their 

performance on the evaluation. These survey questions can be found in Appendix L. To incentivize 

participation, our team gave each person who completed the study an entry into a raffle for a $60.00 

Amazon gift card. We advertised this raffle both in the interest survey and email. Survey respondents 

needed to be over the age of 18 and specify that they were interested in being a user study participant in 

order to participate in the evaluation. All potential participants signed an IRB approved consent form 

prior to any evaluation involvement to fully understand the study.  

 Once our interest survey was ready to distribute, we chose groups to target. As a team of 

biomedical engineering and computer science majors, we believed that biomedical engineering and 

computer science students would be the target audience for our application. Also, since GILBERT relies 

on the consumption and analysis of data, our team chose to target data science majors as well. We sent 

our interest email to the following aliases on the WPI campus: 

● Biomedical Engineering Major Qualifying Projects 

● Biomedical Engineering Undergraduate Students 

● Computer Science Undergraduate Students 

● Data Science Undergraduate Students 

● Data Science Graduate Students 

 As we received results, we randomly assigned respondents to a pair of members on our team. We 

sent each respondent the schedule corresponding to their pair and asked them to select a time slot. Then, 

on the day of their scheduled evaluation, a team member sent the participant a link to the Zoom meeting 

in which their pair of team members would be hosting the evaluation. Each pair alternated between 

hosting a Group 1 evaluation and a Group 2 evaluation, allowing a relatively even number of participants 

to assess the different parts of the system. 

 In each pair, one team member acted as the facilitator and the other as the note taker. The 

facilitator ran GILBERT locally on their machine and gave Zoom remote control to the participant. The 

facilitator also read each script to the participant as they completed the evaluation. The scripts that 

outlined the necessary tasks were kept open on a tab separate from GILBERT so the participant could 
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reference the instructions while the evaluation was in progress. The note taker scored the evaluation, 

timed each task that the participant completed, and took other notes on the participant’s behavior and 

feedback. 

 Figure 42 shows part of the spreadsheet that the note taker used during the evaluation. The note 

taker wrote down each participant’s group number, the pair that did the evaluation, the participant’s name, 

and the tasks they completed. They also wrote down the time taken to complete each task, the number of 

times the help manual was referenced, the number of times the participant verbally asked for help, and if 

they completed the task. The final score was calculated using the equation shown in Figure 41. Our team 

used these scores to summarize a participant's behavior and understanding of GILBERT. We weighted 

verbal questions more heavily than help manual references because we encouraged participants to seek 

answers on their own rather than asking a team member for help. Also, we included the amount of time to 

complete a task to gauge how quickly the participant understands GILBERT. Failing to complete a task 

was weighted the most heavily since this demonstrates the least amount of understanding. A lower score 

indicates that the participant had less difficulty with the system.   

 

 

Figure 41. Equation used to calculate final score in evaluation. 

 

The note taker also wrote notes about the participant’s behavior and verbal feedback in the 

spreadsheet in a column not shown in Figure 42. 

 

 

Figure 42. Screenshot of the sheet used to score participants. Names removed for privacy. 
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 At the end of each evaluation, we thanked the user for participating and sent them a follow-up 

survey to complete. This survey assesses the effectiveness of GILBERT and compares it to other systems. 

These questions are available in Appendix M. The user left the Zoom meeting prior to completing the 

survey to avoid any influence from our team. 

5.2 Results 

 This section presents the results collected through the interest survey, the evaluation of 

GILBERT, and the follow-up survey administered to any evaluation participants. 

5.2.1 Characterizing Study Participants 

 In total, 113 students from Worcester Polytechnic Institute responded to our User Study Interest 

Survey (Appendix K). Of the respondents who specified their academic level, 64 were undergraduate 

students, 4 were graduate students, and the remainder did not respond to the question. The distribution of 

respondents who provided their major can be seen below in Figure 43(a). Of the 113 responses, 27 

students participated in an evaluation of GILBERT. Of the participants in our evaluation, 25 were 

undergraduate students and 2 were graduate students. The distribution of their majors is displayed below 

in Figure 43(b). 

 

 

     Figure 43 (a) - Majors of respondents      Figure 43 (b) - Majors of participants 

Figure 43. Majors of interest survey respondents: (a) All respondents in interest survey (n=113), (b): 

Evaluation participants (n=27). 



61 

 

 

From the survey, we found that most students have worked with large amounts of raw data 

(Figure 44a), relying mostly on graphical methods for analysis (Figure 44b) and spreadsheets for data 

storage and organization (Figure 44c). 

 

 
            Figure 44 (a)                                   Figure 44 (b)                                              Figure 44 (c)  

Figure 44. Interest survey responses for all respondents: (a) - Have you worked with large amounts of 

raw data? (b) - How do you analyze large amounts of data (c) - How do you store/organize large 

amounts of data? (n=113). 

 

 Much like the whole group of respondents, most of our evaluation participants have worked with 

large amounts of raw data (Figure 45a) which they have analyzed primarily through graphical and 

statistical analyses (Figure 45b) and have stored mostly through spreadsheets (Figure 45c).  
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    Figure 45(a)                                           Figure 45 (b)                                           Figure 45 (c)  

Figure 45. Interest survey responses for evaluation participants: (a) - Have you worked with large 

amounts of raw data? (b) - How do you analyze large amounts of data (c) - How do you store/organize 

large amounts of data? (n=27). 

 

Also, we found that most survey respondents have experience with specific tools whose key 

features include data storage, various analytical methods, and data visualizations controlled through 

programming or spreadsheet operations. Specifically, nearly all participants cited the use of either 

Microsoft Excel, Python, or MATLAB as frequented tools (Figure 46a). Lastly, when asked where they 

had used large amounts of raw data, courses at WPI were the most common setting, as seen in Figure 

46b. Respondents were also given the option to elaborate on specific courses, naming DS501, BME 1004, 

BME 2211, and BME 3505 most often.  
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    Figure 46(a)                                                 Figure 46(b)                                  

Figure 46. Interest Survey Responses: (a) What tools do you have experience with? (b) In what 

setting have you used large amounts of data?  (n=113). 

 

 Much like the large group of respondents, most of our evaluation participants have worked with 

large amounts of raw data which they have analyzed primarily through graphical and statistical analyses 

and have stored majorly through spreadsheets. Further, when asked which tools they had previous 

experience with, Microsoft Excel, MATLAB, and Python were again the most frequented tools (Figure 

47a). Finally, when asked the setting in which they used large amounts of data, most evaluation 

participants attributed their experience to WPI Courses, again specifying DS501, BME 2211, and BME 

1004 most often (Figure 47b).  
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      Figure 47(a)                                                         Figure 47(b)                                  

Figure 47. Interest Survey Responses (Evaluation Participants): (a) In what setting have you used 

large amounts of data? (b) What tools do you have experience with? (n=27). 

5.2.2 Evaluation Scoring and Notes  

 We collected several quantitative measures to determine each user’s ease of interacting with 

GILBERT. These included if the task was completed, total time to complete the task, number of 

references to the help manual, and number of questions asked to the proctors. For each of the scripts listed 

in Table 1 in Section 5.1, population distributions and measurements for completion, time consumption, 

and questions asked for each task can be seen in Figures 48 through 50 below. 
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Figure 48 (a) - Time taken to register account                    Figure 48 (b) - Time taken to upload study 

 

            Figure 48 (c) - Time taken to answer inventory question  Figure 48 (d) - Time taken to create scatter plot 

Figure 48. Recorded times for users to complete tasks. (n=27). 

 

 

             Figure 49 (a) - Completion percentage per task                  Figure 49 (b) - Number of questions asked per task 

Figure 49. Completion percentages and question counts for each task. (n = 27). 
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Script A (Register an 

account) 

B (Upload a new 

study) 

C (Inventory 

questions) 

D (Create scatter 

plot) 

Time to Complete 

(minutes) 

 1:22 10:57 2:48 4:38 

Table 2. Average time to complete evaluation tasks. 

 

Using the scoring equation seen in Figure 41 with the data shown in Figures 48, 49, and Table 2 

allowed us to determine the distributions of the final scores for each task. This measurement, plotted in 

Figure 50, represents how easily and self-sufficiently a user completed a task with GILBERT. The 

following box-and-whisker plot denotes the first through third quartiles of each scoring distribution in 

green, the maximum and minimum scores as whiskers, the horizontal line as the median score, the “x” as 

the mean score, and green dots as any outliers. 

 

  

Figure 50. Score distributions by task. A lower score indicates better performance. (n=27). 
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Based on Figure 50, we concluded that users had the easiest time registering an account, as every 

recorded score for this task was below 5 points. The data also suggests users had a similar level of ease in 

completing the inventory response and creating the scatter plot, as the mean score and quartile spread of 

both tasks were similar. Lastly, it appears that users found uploading a new study to be the most difficult 

task, as this is where the most variance in score occurred. 

Throughout each evaluation, the note taker recorded what the user did incorrectly, what they were 

confused by, what questions they asked, and other behaviors and interactions. These notes were analyzed 

and split into categories in order to see what stages and features users struggled with the most. These 

categories, along with the frequency of users who experienced each issue, are shown in Figure 51. The 

categories listed below were agreed upon by both of our team members who scored the evaluation notes. 

 

 
Figure 51. Issue categorizations and frequency during the evaluations. 

 

 This data highlights issues that users may have with GILBERT that our team may not have 

realized as developers of the system. We were particularly interested in seeing what specific issues users 

encountered the most, as well as which features users had the most trouble with.  

 Figure 52 shows the four issues users experienced the most during their evaluation. The type of 

issue experienced most frequently was related to GILBERT’s user interface. This includes issues such as 
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not being able to find buttons, not knowing what can be clicked, looking for things in the wrong location, 

and confusion with scroll bars. The next biggest issue users experienced was not knowing certain 

terminology throughout the application. This included terms like data category, study groups, time series, 

and subject identifier. A significant number of users were also confused by the file formats and naming 

protocols required by the uploader. Finally, many users could not immediately see the difference between 

adding new data to an existing study and adding an entirely new study to GILBERT.  

 

 

Figure 52. Frequency of most common issues experienced during evaluations (n=27). 

 

Figure 53 shows the number of issues experienced in each feature of GILBERT. This shows 

which features users struggled with the most and identifies which areas of GILBERT require the most 

improvement. The analysis task had the most issues, followed by the uploader, then inventory, then the 

user system.  
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Figure 53. Number of issues experienced in each of the core features of GILBERT during the evaluation 

(n=27). 

5.2.3 Post-Evaluation Survey 

 After each evaluation, we sent the participants a survey to assess their experience with GILBERT 

and how it compares to other applications. The survey questions can be found in Appendix M. Of the 27 

participants, 26 of the participants responded.  

 Participants were asked to provide a ranking for five statements with the value of their ranking 

based on how strongly they agreed or disagreed with the statement. A “1” indicates “Strongly Disagree” 

and “5” indicates “Strongly Agree.” The statements are displayed below in Table 3.  

 

Statement Letter Statement 

A The application was easy to use. 

B The application was easy to navigate. 

C The application would be useful in a research setting.  

D The application had a logical flow. 

E The application had an attractive design. 

Table 3. Post-evaluation statements for rating. 
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 The ratings on each of the statements were evaluated across different skills levels based on major 

and experience with different tools. Specifically, we were interested in whether different in-school 

experiences through courses or project work would directly relate to a person’s ability to use GILBERT. 

For example, we hypothesized that Computer Science majors, who likely have the largest amount of 

exposure to different user interfaces, would find working with our system easiest. Similarly, evaluating 

whether exposure to large amounts of data and specific tools that related to various functionalities within 

our system would allow us to determine how universally user-friendly GILBERT is. Figure 54 begins by 

comparing the five statements according to major.  
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Figure 54 (a) - “Easy-to-Use” according to major          Figure 54 (b) - “Easy-to-Navigate” according to major 

 
      Figure 54 (c) - “Useful in Research” according to major                Figure 54 (d) - “Logical Flow” according to major 

 

Figure 54 (e) - “Attractive Design” according to major 

Figure 54. Ratings of post-evaluation statements according to major (n=26). 

  

The data from each of the plots was analyzed to identify if there was a difference in ratings per 

statement that was dependent on each major. Due to the size of our evaluation sample (n < 30), a non-

parametric test of significance was used to evaluate if there is a difference in median rating according to 

major for each statement. Specifically, a Kruskal - Wallis test of significance was employed and 
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evaluated at a significance level of 0.05. We used MATLAB’s built-in function to perform the 

computation. The degrees of freedom are equal to the number of groups, k, minus one and the number of 

groups is dependent on the collected responses (e.g., the different majors of respondents).  The results of 

the tests of significance are displayed below in Table 4(a). Table 4(b) displays the size of each group, n, 

the number of groups, k, and the degrees of freedom, df. 

 

 Kruskal - Wallis (p-value) 

Major and Statement A Rating 0.37 

Major and Statement B Rating 0.57 

Major and Statement C Rating 0.37 

Major and Statement D Rating 0.31 

Major and Statement E Rating 0.17 

Table 4(a). P-values from Kruskal-Wallis test of significance according to major. 

 

Group Group size (n) Number of groups (k) df 

BME 14 4 3 

CS 7 

 

DS 4 

ME 1 

Table 4(b). Group sizes, number of groups, and degrees of freedom for Kruskal-Wallis test according to major. 

Table 4. Kruskal-Wallis test of significance for statement ratings according to major. 

  

Because the results of Table 4 were evaluated at a significance level of 0.05, we cannot reject the 

null hypothesis and can therefore assume that there is no difference between the ratings according to 

different majors. 

Responses to post-evaluation statements were then analyzed according to whether a respondent 

had previous experience with large data. Figure 55 displays the ratings below according to previous data 

management experience.  
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Figure 55 (a) - “Easy-to-Use” according to large data experience      Figure 55 (b) - “Easy-to-Navigate” according to large  

data experience 

       

Figure 55 (c) - “Useful in Research” according to large                Figure 55 (d) - “Logical Flow” according to large data  

data experience        experience   

 
Figure 55 (e) - “Attractive Design” according to large data experience 

Figure 55. Ratings of post-evaluation statements according to experience with large data. (n=26).  

 

Again, a Kruskal - Wallis test of significance was used to evaluate whether previous experience 

with large amounts of data affected respondents’ experience with GILBERT. The results of the Kruskal-

Wallis test, grouped by experience with large amounts of data, is displayed in Table 5. Table 5(a) presents 

the p-values of the test and Table 5(b) presents the groups, their size, and the degrees of freedom.  
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 Kruskal-Wallis (p-value) 

Large Data Experience and Statement A Rating 0.45 

Large Data Experience and Statement B Rating 0.34 

Large Data Experience and Statement C Rating 0.87 

Large Data Experience and Statement D Rating 0.86 

Large Data Experience and Statement E Rating 0.5 

Table 5(a). P-values from Kruskal-Wallis test of significance according to experience with large data. 

 

Group Group size (n) Number of groups (k) df 

Yes 14 3 2 

No 11 

 Do Not Know 1 

Table 5(b). Group sizes, number of groups, and degrees of freedom for Kruskal-Wallis test according to large data 

experience. 

Table 5. Kruskal-Wallis test of significance for statement ratings according to experience with large data. 

 

The results in Table 5 show no significant p-values were determined, indicating that previous 

experience with large amounts of data did not affect the rating of the five statements presented in the post-

evaluation survey. 

To further analyze the effect of previous experience on interactions with GILBERT, tests of 

significance were again performed to evaluate whether previous experience with three key tools 

implemented in our system changed how a participant rated each of the five statements. The three key 

tools of interest were MATLAB, Python, and SQL. In each case, experience with each specific system 

was compared to a lack of experience with the same system. The test of significance evaluated whether 

each experience level influenced the rating of each of the five statements. Table 6 presents the results of 

the tests of significance. Table 6(a) presents the p-values and Table 6(b) presents the groups and the size 

of each group for each of the different applications. For each of these Kruskal-Wallis tests the groups 

were “Yes” or “No,” therefore for each test the number of groups was 2 and the degrees of freedom were 

1.   
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 MATLAB Python SQL 

Ratings for Statement A 0.69 0.57 0.09 

Ratings for Statement B 0.68 0.88 0.18 

Ratings for Statement C 0.98 0.29 0.52 

Ratings for Statement D 0.75 0.58 0.47 

Ratings for Statement E 0.41 0.62 0.25 

Table 6(a). P-values from Kruskal-Wallis test of significance according to experience with different tools. 

 

Group Group size (n) (SQL) Group size (n) (Python) Group size (n) (MATLAB) 

Yes 6 17 19 

No 20 9 7 

Table 6(b). Groups and group sizes for Kruskal-Wallis tests according to experience with different tools. 

Table 6. Kruskal-Wallis test of significance for statement ratings according to experience with various 

tools. 

 

 As with the previous tests of significance, there was no difference in rating GILBERT between 

those who were experienced with MATLAB, Python, or SQL and those who were not.  

Then, we asked participants what they like and dislike about GILBERT in free-response 

questions. These questions were presented in addition to rating Statements A through E and were added to 

allow study participants to elaborate more specifically on their experience with GILBERT. A summary of 

the answers is listed below in Figure 56. The categories used were agreed upon between the two team 

members who scored the responses. Answers shown were stated by three or more participants, with the 

exception of Figure 56b, whose statements were said by two or more participants. Each question can be 

found under each image in Figure 56. 
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Comment Freq. 

 

Comment Freq. 

Easy to use 9 Poor button placement/too small 7 

Simple style/design 8 Confusing process 6 

Easy to follow 7 Confused by attributes 3 

Looks appealing 4 Too many options/prompts 2 

Study tasks were easy 3 Filename restriction is a bad idea 2 

Lots of helpful text (help page and other) 3 More limited than other tools 2 

Scatter plot easy to make 3 Unclear names in navigation bar 2 

(a) - What did you like about the application? 

 

(b) - What didn’t you like about the application? 

 

Comment Freq. Comment Freq. 

Customizable 5 Unintuitive 5 

Lots of available help (online, peers) 5 Too many features/overwhelming 5 

Data organization is easy 5 Not knowing how to use 5 

Lots of features 4 Unclear errors 3 

Able to make graphs/easier 3 Hard to get help 3 

Gives you more control 3 Hard to make/edit graph 3 

(c) - What do you like about other data handling tools you 

have experience with (for example: Excel, Python, SQL, 

MATLAB)? 

(d) - What do you not like about other data handling tools 

that you have experience with, if you have any? 

 

Figure 56. Most common phrases/ideas in post-evaluation survey responses. 
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Chapter 6. Discussion 

 In this chapter, we present the capabilities of GILBERT as a data management tool and how its 

usability varies across different backgrounds and experience levels. From evaluation results and feedback, 

we explain how GILBERT compares to other industry tools and outline recommendations for future 

additions and modifications to improve and expand on existing functionality. 

6.1 Relevance of GILBERT 

Although most respondents to our interest survey did not participate in our evaluation, all 

responses established a need for our application. Most respondents have previous experience with large 

amounts of raw data across a wide array of backgrounds. In total, we collected responses from nine 

majors at WPI and had students with four different majors participate in our evaluation of GILBERT. 

Similar to the wide range of collected majors, we found that those who had previous experience with 

large amounts of raw data reported over four primary methods of analysis and four methods of data 

storage. They also employed over ten different tools to help store, manage, and analyze data and found 

themselves in a multitude of settings where they were exposed to handling large amounts of data, with 

WPI Courses being the most frequent setting. From here, respondents provided courses from four 

different departments that exposed them to large amounts of data. Overall, both the wide range of settings 

that might expose a student to large amounts of data and the many different methods of storage, 

organization, and analysis utilized to manage it indicates the need for a tool that can accomplish storage, 

organization, and analysis in a single application.  

In addition to the supporting evidence collected from our survey responses, we found through our 

background research that there is a strong motivation to build a data pipeline like GILBERT. The growth 

of data in recent decades has increased computational requirements and has prompted a rise in new 

methods of analysis but has also increased the need for a tool to handle such large amounts of data. 

Further, there has been an increasing desire to share data safely and perform cross-study analyses 

(Hrynaszkiewicz, 2010). GILBERT’s ability to consolidate data storage, organization, and analysis into a 

single application makes it a potential system for accomplishing many data handling tasks in an efficient, 

organized manner. Future iterations of GILBERT, as described in Section 6.4, can expand upon current 

functionalities and improve analytical methods and cross-study analysis capabilities.  
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6.2 Effectiveness of GILBERT as an Application 

GILBERT was created to streamline the biomedical data analysis process and provide a simple, 

intuitive workflow. As seen in the evaluation results, the completion rate for all of the tested features were 

above 68.8% and as high as 100%. In addition, the average time of completion between all tasks was 4 

minutes and 56 seconds. A further breakdown of these average completion times can be seen in Table 2 in 

Section 5.2.2. GILBERT also benefits from housing all its functionality within a single web application. 

This eliminates the need to switch between software that traditional workflows may require.  

 Another metric of importance was the number of questions asked by participants during each 

task. Of the 70 task assignments to participants, only 20 required assistance beyond the help page. It is 

important to note that the discrepancies that prompted these questions may have not all been a result of 

faults in the application; throughout the evaluation process, some confusion arose with the wording of 

scripts and the way in which the evaluation was proctored. Based on the resulting data, it can be inferred 

that most evaluated users were able to efficiently navigate and interact with the application. 

In addition to the data collected during the evaluation regarding the completion of tasks, the 

responses to our post-evaluation survey provided us with insight into how user-friendly GILBERT is and 

how experiences using the system varied according to skill level. Specifically, we used the ratings of 

Statements A through E (Table 3) as quantifications for overall experience with GILBERT. When 

analyzing how the ratings on each of these statements varied according to different experience levels and 

backgrounds, we found no significant difference in experience with GILBERT.  

The different experience levels and backgrounds that we looked into were major, experience with 

large amounts of raw data, and experience with three tools that were incorporated into our system. We 

hypothesized that students in the Computer Science department, participants with previous experience 

working with large amounts of raw data, and those who had used MATLAB, Python, and SQL would 

have an improved experience, seen through higher ratings, when using GILBERT. Although we 

hypothesized these different ratings according to different demographics, there was no difference in 

ratings on the statements presented in the post-evaluation survey according to any of the factors. Thus, the 

system was rated equally easy-to-use, easy-to-navigate, attractive in design, logical in flow, and useful in 

a research setting regardless of previous experience. 

In the post-evaluation survey comments, nine participants stated that they found GILBERT easy 

to use, eight enjoyed its simple design, and seven stated that the application was easy to follow. Three 

participants specifically noted that the scatter plot was easy to make, which further suggests that our 

analysis tool is particularly easy to use. While not many participants who viewed the help manual, those 
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who used it found it helpful. Also, four participants stated that GILBERT has an attractive design. These 

results are shown in Figure 56a in Section 5.2.3. 

The most common dislike about GILBERT is the poor button placement. Seven participants 

stated that the buttons were too hard to find, too small, or both. Also, although seven participants said the 

application was easy to follow, six found the process confusing. Therefore, we may want to make our 

application easier to navigate. Some participants suggested adding a progress bar to show how long the 

process will take or showing the list of steps as the user is uploading data or doing analysis. The results to 

this question are shown in Figure 56b in Section 5.2.3.  

6.3 Comparisons to other applications 

 According to our analysis of post-evaluation survey comments, participants found other data 

handling tools to be more customizable. They also liked how data organization and graph-making is 

easier in other tools. For example, Microsoft Excel allows for direct viewing and editing of the data due to 

all the data being stored in the spreadsheet. Some users commented that this is easier to handle than 

looking at the GILBERT’s output and then selecting the columns used for a histogram or a scatter plot. 

However, some stated that making graphs is more difficult in other tools than in GILBERT. For example, 

making a graph in MATLAB requires knowledge of programming, while making a graph in GILBERT 

only requires clicking a few buttons. While this is less customizable than MATLAB, it quickly generates 

a graph that may have taken longer to create in MATLAB. 

Another comment that came up frequently in the likes and dislikes of other data analysis 

applications is that other applications have more features than GILBERT does. Those who viewed this as 

a positive noted that this creates more flexibility in making charts and manipulating the data. For 

example, GILBERT can only make histograms and scatter plots, while other applications can make other 

charts such as box-and-whisker plots, line graphs, and more. Those who viewed the greater number of 

features as a negative stated that having more features made other applications more intimidating to use. 

Usually, each feature needs to be learned separately, so having many features can make a tool 

overwhelming to learn. On the other hand, GILBERT uses similar processes for uploading, selecting, and 

analyzing different sets of data, so users may feel less intimidated by it. 

Also, some participants believe getting help while using other tools is easier. Many other data 

analysis tools have online resources that provide help to users. This can be through the application’s help 

manual, online forums, or resources found via a search engine. On top of this, the other tools are more 

widely used among the participants’ peers. Participants mention having the ability to ask a colleague 

questions about Excel or MATLAB as an advantage to using those systems rather than a system like 

GILBERT. However, some participants noted that it can be hard to get help on how to use other systems. 
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Specifically, it is difficult to troubleshoot coding errors in SQL, Python, or MATLAB. Three participants 

stated that they like the amount of helpful text that GILBERT provides, both in the help manual and 

directly on the web pages. While a user likely cannot seek help on using GILBERT through the internet 

or through their peers, GILBERT provides information to help users to offset this concern. Also, since 

users do not have to code to use GILBERT, users should have less difficulty troubleshooting GILBERT 

than SQL, Python, or MATLAB. 

6.4 Future work 

 While our team built the foundation of the GILBERT data pipeline, there are still many ways that 

GILBERT could be improved or expanded upon in the future. The current state of the application is 

functional, but it has areas for improvement. Additionally, our team also determined new features that 

would improve the functionality of GILBERT but were unable to implement within our time of working 

on the project. 

6.4.1 Database Design  

 The design of the database was a critical step in the development of GILBERT, with many 

features relying on the relationships between different tables. The design process was influenced by our 

goals for the system, the data we were testing with at the time, our technical experience, and short term 

features that GILBERT needed to support. Because of this, we recognize the potential for the database 

design to be improved or changed in the future due to various limitations. 

 One limitation is related to the scalability of the database. By using a relational database and 

relying on creating new tables for every data category, GILBERT may create an abundance of tables as 

different types of data are uploaded. To improve its efficiency, we recommend researching various 

solutions. This may include designing a more optimal relational database schema, incorporating a non-

relational database, which would be less restricted by predefined schema, and experimenting with larger 

scale methods such as data lakes or data warehouses. 

 Another limitation is the concept of a data category itself in regard to cross-study analysis. The 

goal of this component was to group related data measurements together so that similarly formatted data 

from different studies could be compared and analyzed together. This would be facilitated through the use 

of the DataCategoryStudyXref table, which represents the many-to-many relationship between data 

categories and studies. For this to work, different studies have to contain data with the exact same column 

headers and type of data. This rigidity, along with implementation difficulties, restricted GILBERT’s 

functionality to perform cross-study analyses. We recommend that this feature is expanded on and revised 
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to be more flexible. This way, GILBERT could perform cross study analyses on studies with similar data 

that may have slightly different column headers and types of data. 

 As we implemented GILBERT, we relied on a few similar datasets for testing. As a result, the 

database design was built to support these specific datasets but may not allow for the variety of metadata, 

data formatting, and study structure seen in other datasets. To improve this, we recommend testing 

GILBERT with various datasets to find ways to configure the database design, and consequently much of 

the application, to better suit more types of data and metadata. One possible addition is including support 

for demographic information about each subject, such as their age, sex, and race. Another addition may 

include storing information related to each device used to measure each attribute, such as model number 

and precision. 

6.4.2 Data Analysis 

 GILBERT’s data analysis feature is currently limited in respect to formatting and flexibility. To 

combat this, we recommend adding other features, such as filtering flexibility and additional chart 

options. 

 GILBERT’s current filtering implementation is able to apply basic filtering but is limited in its 

variability. Users should have the ability to use multiple filters on a single attribute rather than being 

restricted to just one. We recommend expanding the current implementation to support performing 

multiple logical operators on the same attribute. Also, in regard to multiple overlapping filters, users 

should have the option to specify if filters should be applied to include data points that apply to either one 

filter or another (OR in SQL) or if filters should be applied to only include data points that apply to all 

filters (AND in SQL). Currently, multiple filters automatically default to only include data points that 

apply to all of the filters. 

Another recommendation is to add other types of analysis to GILBERT such as linear regression 

and box and whisker plots. We also recommend allowing multiple attributes in a scatter plot or a 

histogram to allow for more flexible graph making. Customizing size, color, font, and other visual aspects 

of visualization may also be useful.  By offering a wider variety of analyses, users can get more out of 

GILBERT.  

 Beyond this, we recommend expanding GILBERT’s options even more in the future to allow for 

specialized and advanced levels of analysis. This may include the use of machine learning or neural 

networks to perform predictive analysis. This has practical implications, such as diagnosing subjects for a 

certain condition based on automated analysis of given data. 

 Other minor improvements to GILBERT’s analysis feature include the ability to sort the study 

analysis query results by a certain column. 
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6.4.3 User Interface 

 While we received some positive feedback for GILBERT’s overall design, we also received 

comments that suggest there is work needed to be done to improve the UI. One common feedback point 

that we received both during the evaluation and from the post-evaluation survey was button placement 

being inconsistent across the pages. For example, many users struggled to locate the ‘Submit’ button on 

the data selection filtering page, which was placed far below the main content section of the page. We 

suspected that a potential reason for why users could not find the button was because they got used to a 

button being placed near the content section of the page. Based on this observation and feedback, we 

recommend there being more consistency for button placement among the pages of the application. 

 Also, participants found it challenging to locate the link to the help manual due to its position on 

the page. Based on the feedback received, we recommend adding a help icon near the top of each page 

that will redirect the user to the help manual when clicked on. Some participants suggested that this would 

make it easier to access the help page.  

 Confusion related to terminology was another common observation from participants. Evidence 

of this can be seen in results from during and after the evaluations. Given that GILBERT uses unique 

terminology to structure its data and metadata, it is imperative that users are made aware of what 

components, such as study groups and data categories, are in the context of this application and how they 

relate to one another. We recommend providing clearer explanations of this terminology and making 

them readily available. This may take the form of revised instructions on the web pages, revisions to the 

help manual, and mouse-over tooltips for different terms. 

 We also noticed that users were more lost when interacting with the uploader when compared to 

other features. While this was not unexpected, we believe the information presented on the info page was 

not as effective as we hoped. Multiple users were confused that they could not upload files on the first 

page of the uploader section. An improvement we thought that could help handle this issue is to add a 

progress bar at the top section for each page within the uploader section to help the user be aware of 

where they are in the uploading process. 

 Lastly, we recommend improving GILBERT’s UI by considering general best practice related to 

UI design. While our team tried to create a clean UI, it was not our main priority compared to 

implementing GILBERT’s core components. Our evaluations helped us realize the importance of UI 

design as it was a major factor in causing our users to struggle. With a cleaner UI, we believe users will 

more easily interact with our system. Therefore, we recommend researching and applying more 

professional and effective UI strategies to the application as a whole.   
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6.4.4 Study Management 

 Though GILBERT allows users to upload, view, analyze, and export study data, it does not 

feature many options for managing and editing studies. When testing GILBERT, Python scripts or direct 

database access were used to delete or modify data in the database. To give users more control over this, 

we recommend implementing various study management options on the front end to allow users to edit or 

delete data. This includes allowing users to modify metadata for studies, study groups, subjects, data 

categories, and attributes. Users could also delete entire studies or study groups, which may result in 

multiple deletions within the database.  

 With its permission system, GILBERT allows study information to either be visible to only the 

owner of the study or to all users. This is restrictive since it does not allow for multiple users to access a 

private study. We recommend adding a collaborator permission system to GILBERT so specific users can 

be assigned to have viewing or editing permissions on a study. This would allow a study to be publicly 

invisible or visible while still restricting the ability to modify the study to only a select few. Additionally, 

we recommend implementing a feature that tracks changes within a study. For each action, such as 

uploading data or modifying metadata, GILBERT would track when this change occurred and which user 

was involved. A log of this information would be available to study collaborators to help them stay aware 

of changes to their study. 

6.4.5 Uploader Feature 

 While the uploader is in a functional state, there are limitations that should be addressed in the 

future version of GILBERT. Currently, the uploader does not handle duplicate files effectively. With the 

current implementation for detecting duplicate files, GILBERT checks if the name of the file to be 

uploaded has been used already for its specific data category. Ideally, the users should not have to worry 

about other file names, so we recommend figuring out a more effective way to handle duplicate files. 

Another limitation in the current uploader state is that it only supports uploading .csv files. As the project 

grows, we imagine that GILBERT should be able to handle other file types, both other spreadsheets (e.g., 

Excel files) and other types of data (e.g., images, sound).  
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Chapter 7. Conclusion 

 In healthcare and other biomedical research fields, there are few centralized options for storing 

the vast amounts of data collected by researchers. To fulfill this need, we created GILBERT, a hub for 

researchers to upload, access, filter, and analyze biomedical data across multiple studies. We did this 

using the Agile Development Methodology for twenty-one weeks with a team of six biomedical 

engineering and computer science students. GILBERT uses the Django framework for web development 

and a PostgreSQL database for storage. Our team implemented four main features in GILBERT which we 

categorized as key functionalities at the beginning of our project: the uploader, study analysis, inventory, 

and the user system.  

 We conducted a user study to assess the effectiveness of GILBERT and to understand how 

different users interacted with the system. Twenty-seven participants in the study were randomly assigned 

to two groups. The groups were assigned a different set of tasks to complete, each task testing one of the 

four main features of the application. Each evaluation was completed individually by the participant as 

two members of our team observed to take notes and facilitated the study. Overall, we collected and 

analyzed data from our user study interest survey, scoring and notes taken during each evaluation, and a 

post-evaluation survey.  

 From our evaluation, we concluded that users from many different backgrounds could understand 

and navigate through GILBERT and that it may be useful in modern research settings. While participants 

in our evaluation said that GILBERT is straightforward and easy to use, they noted that it lacks some 

features, customization (specifically in creating graphs), and online help that other data management 

systems have. Despite these shortcomings, we concluded that GILBERT has the potential to be an 

effective tool for researchers who need a centralized data pipeline to store and assess a variety of 

biomedical data.
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Appendix A: Umanga Poudel Interview Questions  

1. Tell us about your research and what you do  

2. What kind of data do you work with? 

a. What format is this data stored in? 

i. If possible, ask what kind of database(s) they use and why (looking to see if there 

may be advantages between the dbs) 

3. What tools do you use for data management and analysis? 

a. Who are the target users of the system? 

b. What are the inputs and results of the analysis tools? 

i. What kinds of outputs does your system provide? 

ii. What kinds of outcomes are you interested in - clinical, technological, scientific? 

c. What kind of queries does it support? 

d. What kind of analysis or prediction does it support? 

e. Do you use these tools for generating reports, data models, or data visualizations? If so, 

how and for what purposes? 

f. What do you find particularly useful about these tools that make it easier for you to 

conduct your research? 

g. What shortcomings does your current system have that we could potentially include or 

make easier in our pipeline? 

i. In addition, are there any recurring obstacles that teams face when working with 

biomedical data?  

ii. What kinds of constraints do users have with this system- time, accuracy, 

richness of information? 

4. What would you like to see in a pipeline like the one we aim to make? 

a. What are the must-have characteristics? 

5. What practices do you follow for data privacy and confidentiality?  

a. Do you anonymize the data? If so, how? 
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Appendix B. Adam Lammert Interview Questions 

1. What inspired you and Professor Claypool to propose this MQP? 

2. How do you see a Biomedical Data Pipeline being used in your work with speech data? 

a. Have you used any data management pipelines in previous work? 

3. What do you see being the strongest contributions to this project from a biomedical standpoint? 

4. What are some of the most common challenges faced when dealing with large sets of raw 

physiological signals? 

a. If you have experienced these challenges in the past, what were methods to overcome 

them? 

5. We are interested in incorporating some extent of diagnostics and predictability. Have you 

worked with any research before where the end goal was to produce a diagnosis? 

6. When considering the creation of a user interface, what are some of the most important aspects 

that would make it easy to use for a clinician who may not be familiar with the code? 



92 

 

Appendix C. Emmanuel Agu Interview Questions 

1. Tell us about what kind of research/projects you’ve worked on 

a. Can you explain your views on mobile devices being a platform for delivering 

healthcare? 

2. For these projects and research, what kind of data did you work with? 

a. What format is this data stored in? 

i. For large files, how did you go about in storing them? 

b. How were these data used in his project? 

i. More specifically how did you utilize the collected gait data? 

3. What tools do you use for data management and analysis? 

a. Who are the target users of the system? 

b. What are the inputs and results of the analysis tools? 

i. What kinds of outputs does your system provide? 

ii. What kinds of outcomes are you interested in - clinical, technological, scientific? 

c. What are the selection capabilities of the system?  

i. For data management tools, how is it queried?  

ii. For analysis, can subsets of the data be selected? 

d. What kind of analysis or prediction does it support? 

e. Do you use these tools for generating reports, data models, or data visualizations? If so, 

how and for what purposes? 

f. What do you find particularly useful about these tools that make it easier for you to 

conduct your research? 

g. What shortcomings does your current system have that we could potentially include or 

make easier in our pipeline? 

i. What kinds of constraints do users have with this system- time, accuracy, 

richness of information? 

4. Given the description of our pipeline, do you think you would use it for your research and how 

would you use it? 

a. What are the must-have characteristics? 

5. What practices do you follow for data privacy and confidentiality?  

a. Do you anonymize the data? If so, how? 
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Appendix D. Exercise IQP Interview Questions 

1. Can you briefly overview the data collection and data storage process? 

a. What tools did you use to store the data? 

2. Did you have any difficulties storing and organizing your data? 

a. If so, what could have been helpful?  

3. Can you differentiate some of the files that were saved? 

a. For example, subject 1 has multiple .csv files for corsi, flanker, and Fitbit data. 

4. Why do some subjects have trimmer heart rate data while others don’t? Was this only performed 

for certain subjects? 

5. Can you explain the different columns in the .csv files for the corsi results? 

6. Is the data stored just the raw data? Does it also include calculated/processed data? 

a. How did you differentiate the stored data? 

7. Would a system that allowed you to select data according to variables or constraints (for example, 

extracting just heart rate data) have been useful in doing analysis? 

a. If so, what attributes would you have looked for in a selection process?
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Appendix E. TBI IQP Interview Questions 

a. What was your data collection and organization process? 

i. How did you manage your raw data from the apps you used? 

ii. Did you explore any database structures for storage? 

b. How did you organize your analysis process? 

i. Report talks about individually processing each patients data through Python → excel 

ii. Was there any automation involved in moving the raw data to python and excel? 

c. What are characteristics of data pipelines that you found important as you were creating one? 

i. What are some challenges you saw in building your pipeline that our team could 

address/look into?
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Appendix F. Kajal Claypool Meeting Agenda 

● Clarify the potential issues that may exist in our current database schema (the one we discussed 

with you last time) 

● Present our preliminary approach to using NoSQL 

● Talk about possibility of using both MySQL and a NoSQL database 

● Ask about existing upload systems that may be helpful for us to check out 
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Appendix G. User stories 

User Stories from Sprint 1: 

● As a researcher, I want a place to store all my data for analysis so that I can easily keep track of 

and access it. 

● As a researcher, I want to select a subset of the data to analyze data with common features. 

● As a researcher, I want my data to be stored in a convenient place so that it is quick to access for 

my analysis. 

 

User Stories from Sprint 2: 

● As a consumer, I want to be able to view the results of the query, so I can see the analysis results 

of the data. 

● As a researcher, I want to be able to parse my data into the database so that I can take the data and 

use it for my analysis. 

● As a researcher, I want to be able to get simple descriptive metrics (mean, sd, range, etc.) from a 

subset of data I pull from the pipeline. 

● As a consumer, I want to filter the data in multiple different ways so that I can compute analysis 

on a more streamlined version of the data. 

● As a researcher, I want to gather information about the database such as row counts, column 

names, and the number of subjects, to learn more about the data that was added. 

 

User Stories from Sprint 3: 

● As a researcher, I want to see how much progress there has been on my data upload so I can 

know how much time it will take for the upload to complete. 

● As a researcher, I want to perform analysis such as T-tests or regression on data. 

● As a clinician, I want to use the web application to select and filter data so that I can view 

information that is important to me. 

● As a user of the system, I would like the information that I entered into the page to stay on the 

page upon a redirect back to the page so that I do not have to re-enter most of the information 

back again 

 

User Stories from Sprint 4: 

● As a researcher, I want to add information about the study such as a study objective, if it is IRB 

approved, involved institutions and contact information, start and end dates, and a description of 

the study so other I and other researchers can use this information to compare studies in the 

database. 

● As a developer, I would like to implement a login system for all users so the system only allows 

certain users to have access to sensitive information. 

● As a researcher, I would like the web browser application to upload my data so I can analyze it. 

● As a researcher, I would like to know the units of measurements to numerical attributes so my 

analysis is accurate. 

● As a researcher, I would like to perform feature extraction on the data I have analyzed so I can 

obtain different perspectives on the raw data. 
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User Stories from Sprint 5: 

● As a researcher, I want to select data from multiple different sources so I can easily analyze many 

types of data. 

● As a researcher, I want to generate data visualizations from the stored data and analysis. 

● As a user of the system, I would like a help page on the browser so I can better understand how to 

use the system. 

● As a developer of the system, I want to have my database on a server instead of a local machine 

because it's more versatile. 

● As a PI, I want to see which files I have uploaded to the system after I have uploaded them so I 

can remember what data I have added to the database. 

● As a researcher, I would like to export my results as a .csv so I can use it for other applications. 

● As a user of the system, I would like to gather information about the inventory so that I am aware 

of the data that is currently stored within the database. 

● As a researcher, I want an easy-to-follow platform to perform analysis on data so I can easily see 

what I am doing, which data I am using, and the results of the analysis. 

 

User Stories from Sprint 6: 

● As a researcher, I want an easy-to-follow platform to perform analysis on data so I can easily see 

what I am doing, which data I am using, and the results of the analysis. 

● As a developer, I would like to refactor the code base so that the code is cleaner and easier to 

maintain. 

● As a developer, I want to grant permission to certain users so they have access to certain studies 

so that sensitive information is only accessed by those who are allowed to use it and need to. 

● As a researcher, I would like to perform feature extraction on the data I have analyzed so I can 

obtain different perspectives on the raw data. 

 

User Stories on Backlog: 

● As a researcher, I want to see the last time a certain data set has been updated so I can know if the 

data still needs to be updated. 

● As a researcher, I want to update and delete data in the database so that the data in the database 

will be accurate. 

● As a researcher, I would like to use tags in studies so I can search for studies that contain a certain 

tag. 

● As a researcher, I want the database to be flexible enough for me to add different survey data, so 

that I can store and be able to reference the data. 

● As a PI, I want to distinguish between no data, missing data, and N/A data so that users will better 

understand what an empty value represents. 

● As a consumer, I want to see a diagnosis so I can know if my outcome is positive or negative. 

● As a researcher, I want to run a correlation analysis so I can determine if certain data relates to 

certain diagnoses/conditions. 

● As a researcher, I would like to add data processed through feature extraction into the database so 

that other researchers will have access to the analysis I had performed. 
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● As a researcher, I would like to filter study data based on demographic information so I can 

understand how different demographic groups were affected by different studies. 

● As a developer, I want to grant permission to certain users so they have access to certain studies 

so that sensitive information is only accessed by those who are allowed to use it and need to. 

● As a researcher, I would like to specify if my filters will be combined using AND or OR so that I 

can obtain a more accurate subset of data. 
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Appendix H. Link to GitHub Repository 

https://github.com/WPI-DataPipelineMQP/Biomedical-Analysis-DataPipeline 

 

 

 

 

 

 

https://github.com/WPI-DataPipelineMQP/Biomedical-Analysis-DataPipeline
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Appendix I. Entity-Relationship Diagram of Database Schema 
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Appendix J. Help Manual 

Table of Contents 

1. User System 

1.1 Register Profile and Login 

1.1.1 Register 

1.1.2 Login 

1.2 Logout 

1.3 Update Profile 

1.3.1 Delete Profile 

1.4 Reset Password 

2. Study Analysis 

2.1. Selecting A Study 

2.2 Selecting Data Category and Study Group 

2.3 Selecting Data Attributes and Filtering 

2.4 Output Screen 

2.4.1: Histogram 

2.4.2: Scatter Plot 

3. Upload 

3.1: Study Name 

3.1.1: Study Info 

3.2: Info 

3.2.1: Info - Important Features to Lookout For 

3.3: Extra Info 

3.4: Final Prompt 

3.5: Uploader Page 

3.5.1: Success 

3.5.2: Error 

4. Inventory 

4.1 View Study List 

4.2 View Study Metadata 
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1. User System 

This application allows users to create their own accounts. This is required for uploading study data, as 

the account is linked to the study so only verified users can upload to it. The study analysis and inventory 

analysis features do not require you to be logged in. However, you can only view studies that have a 

visibility of “Public”. Studies with the visibility of “Private” are only visible to their owners. 
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1.1 Register Profile and Login 
 

1.1.1 Register 
To register a profile click the “Register” text on the top right of the nav bar. Note this will only show on 

the nav bar if you are not logged in.  

 

This will bring you to a new page with input fields for your account. Please enter a username, first name, 

last name, email address, and password. Then, click register to create your profile. Note that the password 

has specific requirements to ensure that it is secure. Profiles must have unique usernames and email 

addresses. 
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1.1.2 Login 
Once the profile has been created, you will be prompted to log in. You can also reach the login screen by 

clicking the “Login” text on the nav bar. 

 
 

1.2 Logout 
 

To log out, click the “Logout” text in the top right of the nav bar. Note that you need to be logged in to 

see this option. 
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1.3 Update Profile 
 

To view or update your profile information, click the “Profile” text at the top right of the nav bar. 

 

 
This next page will show your profile information and allow you to update the information by clicking the 

“Update” button. If successful, a popup at the top of screen will confirm the update was successful.  
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1.3.1 Delete Profile 
Users can also delete their profile by clicking the “Delete Profile” button. This will take them to another 

screen to ensure they want to actually delete their profile. Clicking “Delete Account” will delete the 

account from the system and return the user to the login page. 
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1.4 Reset Password 
 

If you forgot your password or want to change it, go to the Login page and click “Forgot Password”. Note 

that you must be logged out to get to the login page. 

 

 
 

 

 

On the next page, enter the email address of your account and click “Send Reset Request”. 

 

 
 

 

 

 

You will then be taken to the following screen. For security reasons, this will not confirm if there is an 

existing profile with that email.  
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If there is a profile with the entered email address, it will receive an email from 

wpidatapipeline@gmail.com with the following format: 

 

 
 

 

 

 

Clicking the link from the email will lead to the following page where the user can reset their password 

and then be redirected to the login page. 
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2. Study Analysis 

The Study Analysis feature of the pipeline allows you to view and filter uploaded data to analyze and 

export for future use. You can access this feature by clicking “Study Analysis” on the Dashboard or the 

nav bar. 
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2.1. Selecting A Study 
This page lists all of the studies with data in the pipeline, as well as the description of the study. Here, you 

may select one or more studies to analyze by clicking the checkboxes next to the study name. Once you 

have selected your study/studies, click “Submit”. 
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2.2 Selecting Data Category and Study Group 
 

Next, you will be asked to select which data categories and study groups you would like to analyze. 

 

Data Category: The type of data that was collected in the study. For example, a study exploring the 

relationship between exercise and memory would have several data categories, like heart rate and 

cognitive test results.  

 

Study Group: The groups that subjects were split into for a study, such as control and experimental or 

several sample groups.  

 

At the top of the page, you will see the study/studies that you chose, along with its study number. The 

study number uniquely identifies the study.  

 

Below this, you will see all the data categories and study groups listed for the study/studies you selected. 

Next to each data category and study group is its corresponding study number. This is to aid you in 

identifying which data categories and study groups belong to which studies when doing cross study 

analysis. 

 

You may select more than one data category, but you must select at least one. You may select more than 

one study group, but you must select at least one. 

 

To select a data category or study group, click the checkbox next to its name. Once you have selected 

your data categories and study groups, click “Submit”. 
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2.3 Selecting Data Attributes and Filtering 
 

On this page, you can select the specific attributes you would like to view and filter how you would like 

to view them.  

 

Attribute: The specific fields collected for each data category. For example, a study collecting heart 

rate data (data category) would collect data for attributes like the heart rate in bpm, as well as what time 

that reading was taken. Often, these are the columns of the data table. 

 

At the top of the page, you will see the study/studies, data categories, and study groups that you selected.  

 

Below this, you will see a list of all the attributes for the data category/categories you selected, titled 

“What attributes would you like to view?” The attributes you select here will be shown as columns in the 

output table. You may select more than one data attribute, but you must select at least one. To select the 

attribute, click the checkbox next to its name.  

 

In the section titles “Which attributes would you like to filter?”, each attribute is listed with a checkbox, a 

dropdown menu, and a text box. Here, you may filter the attributes based on their values. To filter the 

results based on the attribute, click the checkbox next to the attribute name, select a symbol from the 

dropdown, and enter the value that you would like to filter by into the text box. For example, setting heart 

rate to “=” in the dropdown box, and typing “106” into the text box will yield all the heart rate values that 

are equal to 106. 

 

Note: You may filter by attributes that you did not select for viewing. Attributes selected for viewing and 

attributes selected for filtering are not dependent on each other.  
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2.4 Output Screen 
After performing a selection, two tables are shown. One is a statistical summary of the data and the other 

shows the selected data. 

 

The data summary at the top of the page provides a list of all data columns with numerical values. The 

rows consist of eight descriptive metrics for each of these data columns. 

 

The table below the summary contains all data that was selected from the previous process. It is formatted 

as a smaller box for formatting, but the user can scroll through the data to see it in its entirety. 

 

Both tables can be exported to “.csv” files. The “Export data to CSV” buttons for each will be found 

under their respective tables, and clicking the button will start the “.csv” download. 

 

To further analyze the data, select either option below to generate a histogram or a scatter plot. 
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2.4.1: Histogram 
Clicking the “Make Histogram” button will bring the user to a new page with a selection prompt. From 

here, the user can select the amount of bins (equally spaced intervals for data points to fall into) as well as 

a single attribute from the selected data to be used in the histogram. The default number of bins is 10, but 

can go as low as 1 and infinitely high. 

 

Clicking the submit button will redirect to a new page that displays the figure created from the selection 

prompt. For most Web browsers, right click and select 'Save as' to save the image to a local file. 
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2.4.2: Scatter Plot 
Clicking the “Make Scatter Plot” button will bring the user to a new page with a selection prompt. From 

here, the user will select one attribute from the “Select X-Column” boxes and one category from the 

“Select Y-Column” boxes. 

 

Clicking the submit button will redirect to a new page that displays the plot created with the previous 

selections. Selecting more than one category from either list will result in the figure output being the 

category selected highest in the list. 
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3. Upload 

 

The Upload feature of the pipeline allows you to upload data to the application. You can access this 

feature by clicking “Upload” on the Dashboard or the navigation bar. 
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3.1: Study Name 
 

On this page, the user is prompted to provide the name of the study that they want to upload data to. If 

there are currently existing studies within the database, the user will have the option to select one of those 

studies using the drop down menu. It is important that the user selects the ‘Yes’ option when asked if they 

chose an existing study name.  

 

If there are no existing studies in the database, ‘Existing Studies’ drop down will not exist, and the user 

will be asked to enter in the name of the study. 

 

The page includes a small menu that displays the important uploader rules/conditions to follow in order to 

use this pipeline’s uploader feature. At the bottom of the menu, the user can download a pdf version of 

the rules/conditions. 

 

By clicking on the ‘Next’ button, the user will be able to proceed forward in the uploader process.  
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3.1.1: Study Info 
 

If the user reached this page, the system has detected that the user is adding a new study to the database. 

Because a new study is being added to the database, the user is required to provide metadata for that study 

so that other users of the system will be able to understand what this new study is. 
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3.2: Info 
 

Data Category: The type of data that was collected in the study. For example, a study exploring the 

relationship between exercise and memory would have several data categories, like heart rate and 

cognitive test results.  

 

Study Group: The groups that subjects were split into for a study, such as control and experimental or 

several sample groups.  

 

On this page, the user will provide information about which data category (if it exists) and study group (if 

it exists) they want to upload data to. If the option exists, the user should select ‘Yes’ if they chose an 

existing data category and/or an existing study group.  

 

If there are existing data categories and/or study groups for the specified study, there will be a drop down 

box that will allow the user to select any of the existing data categories/study groups. In the image below, 

it indicates that HeartRate, Corsi, Flanker are an existing data category for the ‘Exercise IQP’ study. 
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The user is also prompted to provide information about the data they are uploading such as its format and 

if it is a time series data. Once all the information has been filled out, the user should upload the “.csv” 

files. 
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3.2.1: Info - Important Features to Lookout For 
 

● Download Example Files 

○ In case the user is unsure of how to structure their .csv file, they can download an 

example file of the corresponding format that they are interested in uploading 

 

● Important Notes About Example Files 

○ Important notes to help user understand how to format their uploaded files 

 

● Duplicate File Handler 

○ Upon detection of duplicate files, the page will include an additional prompt to ask the 

user on how they want to handle uploading duplicate files 

■ Replace Duplicates 

● This would remove all the data that was initially uploaded from the 

previous version of the duplicate file and replace them with the data from 

the current uploaded file 

■ Add Duplicates 

● This would simply just add the data without doing anything to the 

database. This potentially adds the risk of having duplicate data within 

the database table 

■ Try Different File(s) 

● This option allows the user to change the name of the detected duplicate 

file and have the user try uploading a newly named file. If the newly 

named file is a duplicate of an existing file, the user will simply be 

prompted again and repeat the process 
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3.3: Extra Info  
 

Attribute: The specific fields collected for each data category. For example, a study collecting heart 

rate data (data category) would collect data for attributes like the heart rate in bpm, as well as what time 

that reading was taken. Often, these are the columns of the data table. 

 

If the user reached this page, it means that they are attempting to upload a new set of data to the database. 

This page asks the user all the necessary information it needs from the user based on the information that 

was provided from the Info page.  

 

The purpose of this page is to acquire the metadata of the new data category to be added and/or study 

group name. Additionally, the user will be prompted to fill out the metadata for each of the detected 

column(s) / attribute(s) from the uploaded “.csv” file(s). By filling out the metadata, it helps other users of 

the system to be able to understand what other users have contributed to the system. 
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3.4: Final Prompt  
 

On this page, the user is prompted to map the columns that were detected from their uploaded files to the 

corresponding columns of the table that the data will be uploading to. Because the column positioning of 

the uploaded .csv files will not always match the column order in the database tables, this feature provides 

the user the ability to simply remap their columns without requiring them to make their own alterations to 

their files.  

 

The user will use the drop down menu to select the correct positioning number. Please note that the first 

column will have positioning of 0. 

 

Clicking the ‘Upload’ button, will direct the user to the uploader.  
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3.5: Uploader Page 
 

At this page, this is where the uploading of the data to the database takes place. In the gray box, the user 

can view the files to be uploaded, and by pressing ‘Start Uploader’, it will begin the uploading process. 

 

 
 

When the bar is blue, it indicates that the system is currently uploading the data. If it hangs, do not worry, 

it will eventually finish.  
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3.5.1: Success 
 

When the bar turns green from the uploader page, the green color indicates that the uploading process has 

completed and was successful. The user will soon be redirected to the successful upload page. 

 

 
 

The user is brought to this page when all the data was uploaded successfully. All the files that were 

uploaded from the Info page would fall under the ‘Files that were uploaded’ column. 

 

If the user clicks on the ‘Add More to Study’ button, the user will be redirected to the Info page where 

they can continue to upload more data to the same study. 

 

If the user clicks on the ‘Back to Dashboard’ button, the user will be directed back to the Dashboard.  
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3.5.2: Error 
 

When the bar turns red from the uploader page, it means an error has occurred during the uploading 

process. By clicking on the ‘Go to Error Page’ button, the user will see an error message and a list of all 

the files that were either uploaded or not uploaded successfully. 

 

 
 

If there were any errors that occurred in the whole uploading process, the user will be redirected to this 

page, where they will be informed of the error that was found.  

 

Similar to the Success page, this page also indicates which files were uploaded successfully to the 

database and which were not. By providing this information, the user will be able to learn which files they 

will have to try uploading again.  
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4. Inventory 

 

The Inventory feature of the pipeline allows you to search for studies that you have access to and view 

their metadata. You can access this feature by clicking “Inventory” on the Dashboard or nav bar. 
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4.1 View Study List 
 

Data Category: The type of data that was collected in the study. For example, a study exploring the 

relationship between exercise and memory would have several data categories, like heart rate and 

cognitive test results.  

 

This view is somewhat similar to the study selection page. It shows the studies you have permission to 

view with links to view more details about them. Additionally, there is a search bar at the top of the page 

that filters studies based on if their metadata contains a given search term. This metadata includes the 

study title, study description, institutions involved, study contact, study notes, and data category within 

the study. 
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4.2 View Study Metadata 
 

 

Study Group: The groups that subjects were split into for a study, such as control and experimental or 

several sample groups. 

 

Attribute: The specific fields collected for each data category. For example, a study collecting heart 

rate data (data category) would collect data for attributes like the heart rate in bpm, as well as what time 

that reading was taken. Often, these are the columns of the data table.  

 

 

This page shows a variety of information for a specific study. This includes the study’s description, total 

participants, IRB status, institutions involved, start date, end date, contact, visibility, and notes. The 

username of the user that owns that study is displayed beneath the study name. 

 

 

 
 

 

The study groups of the study are displayed on the page as well. This shows the description and total 

participants for each of the groups. 
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The data categories of the study are displayed on the page as well. This shows the description, total rows 

of data, whether it is a time series, and a table of the column attributes for each data category. 
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Appendix K. Evaluation Scripts 

Introduction 

Hello! My name is [facilitator’s name]  and this is [note taker’s name], and thank you for 

participating in this user study for our MQP. As we mentioned in the qualtrics survey, we are a team of 6 

CS and BME students working on a data analysis pipeline that is able to consume, store/organize, and 

analyze biomedical data. This project aims to provide a centralized application for storing and analyzing 

different types of data and allow for analysis across different studies.  

The purpose of this user study is to help us understand how easy to use and efficient our system 

is, as well as how it compares to alternative systems. This will help inform future MQP groups on how to 

improve the application. This user study will take about 30 minutes, with some time for sharing feedback 

at the end. You will only be using a subset of the features available in this application. I will be leading 

this user study and _ will be taking notes. All data that we record from this will be kept anonymous.  

During this evaluation, it would be helpful for us if you could think out loud as you go about 

completing these tasks so we can understand your thought process but please be clear if you are actually 

asking us questions directly. Please note, there is a help page attached to the website. Please refer to it if 

you have any confusion on the terminology and how to proceed forward.  

Do you have any questions before we begin? 

Group 1 

Group 1 Task Overview:  

 

1. Create profile 

2. Inventory Analysis  

3. Select and analyze with scatter plot 

 

Note: For any troubles throughout the tasks, please reference the Help Page.  

 

1. Create Profile (U2) 

● Your task is to register a profile.  

● Your username should be your WPI email and the password you create must 

satisfy the specified conditions.  

● After successfully registering, log in and proceed to the next task.  

 

2. Inventory (I1) 

● Please view the inventory of all studies that contain the data category 

“HeartRate.”  

● Select the “Test_Study_Data” study that is displayed to view the metadata of the 

study.  
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● Please answer the following questions after navigating to the metadata: 

○ Is this study IRB approved? 

○ What are the institutions involved? 

○ How many study groups participated in this study? 

○ How many of the data categories are time series data? 

 

3. Select and analyze with scatter plot (A3) 

● Your task is to create a scatter plot of the Systolic Blood Pressure data vs. 

datetime 

○ For all subjects 

○ Study: Test_Study_Data 

● After generating the data summary, create the scatter plot. 

● Once the scatter plot has been generated, save the figure under the name 

“heartrate_datapoints” as a .png file.  

Group 2 

Group 2 Task Overview:  

 

1. Create profile 

2. Upload a new study  

3. Select and export 

 

Note: For any troubles during the evaluation, please reference the Help Page.  

 

1. Create Profile  

● Your task is to register a profile.  

● Your username should be your WPI email and the password you create must 

satisfy the specified conditions.  

● After successfully registering, log in and proceed to the next task.  

 

2. Upload a new study: 

● Use the following metadata to upload a new study called ECG Study that contains 

heart rate data collected from a control group and experimental group.  

○ For this task, you will just upload the data for the control group. 

● NOTE TO FACILITATOR  

○ Have the participants attempt to upload subject1data.csv  

■ Can simply just provide the correct file name “subject1_data.csv” 

if participant is able to communicate the correct steps to make the 

fix 
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Study metadata 

● Study name: ECG Study 

● Study description: This is a test study. 

● IRB status: Approved 

● Institutions involved: WPI 

● Start Date: November 1, 2019 

● End Date: November 1, 2020 

● Contact: gr-bmedatapipeline@wpi.edu 

● Notes: None 

● Visibility: Private 

 

Study Group:  

● Name: Control 

● Description: Control group of the study. 

 

Data Category: 

● Name:  ECG 

● Description: Time series of various cardiovascular data. 

● Format: Subject per file 

● Is a time series 

● Attributes (columns): 

○ Datetime 

■ Data type: Datetime 

■ Description: Timestamp 

○ HeartRate 

■ Data type: Integer 

■ Description: Number of heart beats per minute 

○ Age 

■ Data type: Integer 

■ Description: Participant’s age 

 

Files: Subject1Data.csv 

Closing 

OK, great job on the tasks! With the time we have left, could you share some feedback with us 

about how easy this system was to use and understand? 

OK, that’s all for the user study. Thank you again for participating! We have a short post user 

study questionnaire that we would like you fill out on your own time. 

 You are in [group number]. We will send a follow up email if you win the raffle. 
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Appendix L. Pre-Survey Questions 

 

Introduction 

 

Hello! We are an MQP team of CS and BME students at WPI. We have designed and developed a data 

analysis pipeline that would consume, store/organize, and analyze physiological data. We are looking for 

participants to evaluate the usability and functionality of our application. This survey should take two 

minutes or less. 

 

Thank you for your time and we can be contacted with any further questions at gr-

bmedatapipeline@wpi.edu! 

 

Questions 

 

1.) Are you 18 years or older? (Yes/No) 

 

 

If answered “no” to question 1: 

 

Unfortunately, we cannot take participants under the age of 18. Thank you for your interest! 

 

Please click "Next" to finish the survey. 

 

 

If answered “yes” to question 1: 

 

2.) Have you ever worked with large amounts of raw data? (Yes/No/Do not know) 

 

 

If answered “yes” to question 2: 

 

3.) In what setting have you worked with large amounts of raw data?  

a.) WPI Courses (specify) 

b.) Internship 

c.) Research 

d.) Other (specify) 

4.) How did you store/organize this data? 

a.) Spreadsheets 

b.) Database 

c.) Paper Records 

d.) Other (specify) 

5.) How did you analyze this data? 

a.) Graphically (e.g. histograms, scatterplots, regression) 
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b.) Statistical Analysis (e.g. hypothesis testing, t-tests, ANOVA) 

c.) Machine Learning (e.g. cluster analysis, feature extraction) 

d.) Frequency Transforms (e.g. Foriour transforms) 

e.) Other(specify) 

 

 

For any answer to question 2: 

 

6.) Which of the following tools do you have experience with? 

a.) MATLAB 

b.) Python 

c.) JavaScript 

d.) Microsoft Excel 

e.) Tableau 

f.) MiniTab 

g.) RStudio 

h.) SQL 

i.) Microsoft Access 

j.) Other (specify) 

7.) Are you interested in participating in a 30-min virtual user study of our data analysis pipeline 

between February 8th and February 28th? All participants will have the opportunity to win a $60 

Amazon gift card. (Yes/No) 

 

 

If answered “yes” to question 7: 

 

8.) First Name 

9.) Last Name 

10.)  Email Address 

11.)  Major(s) 

12.)  Please select which of the following most closely applies to you: 

a.) Undergraduate Student 

b.) Graduate Student 

c.) Professor 

d.) Other (specify) 
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Appendix M. Post-Survey Questions 

Introduction 

 

Please fill out this form following the completion of your user study session. Thank you for your time and 

participation. 

 

Questions 

 

1.) WPI Email Address 

2.) What group were you assigned in this study? Please ask your proctor if you do not know. 

a.) Group 1 

b.) Group 3 

 

 

The following questions were rated on a scale from 1 to 5, 1 representing “strongly disagree” and 5 

representing “strongly agree”. 

 

3.) The application was easy to use. 

4.) The application was easy to navigate. 

5.) The application had an attractive design. 

6.) The application had a logical flow. 

7.) The application would be useful in a research setting. 

 

The following questions were free response questions. 

 

8.) What did you like about the application? 

9.) What didn’t you like about the application? 

10.)  What do you like about other data handling tools you have experience with (for example: Excel, 

Python, SQL, MATLAB)? 

11.)  What do you not like about other data handling tools that you have experience with, if you have 

any? 

12.)  Do you have any other feedback that you would like to share with us? 


