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Sponsor

• U.S. Army Combat Capabilities Development 
Command

• Located in Natick, MA

• Experts in Soldier systems research and 
development
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Problem

• Soldier required 
supplies in the field

• DEVCOM-SC 
specializes in the 
aerial delivery of 
these supplies

• Parachutes are 
navigated by GPS 
for these deliveries

• Issues with GPS
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Solution

Simulator
Machine 
Learning
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Comparison
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Flight Paths
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Extracted location 
information from 
in the field drops 
using DEVCOM-SC 

parser

Wrote code to 
clean and 
reformat 

coordinates to 
recreate drops in 
original location

Wrote code to 
transform paths 
to new locations, 

based on user 
defined landing 

point

Built projects in 
new locations all 
over the world for 
variety of terrain
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Our Neural Network
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Neural Networks
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• Forward Pass

─ Densely connected network

─ Each neuron has a 
weight and bias

─ Activations control 
passing of information

𝑓 𝑊 2 𝑓 𝑊 1 𝑋+ 𝑏 1 + 𝑏(2) = ො𝑦
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Training
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Backpropagation LossSurface

• Backward Pass

─ Finding the global min

─ Chain Rule for updating network

─ Surface depends on Loss Function

Loss
Truth

Activation

Layer

BiasWeight
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Single-task vs. Multi-task Neural 
Networks
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Training Data Training Data
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Caruana, R. Multitask Learning. Machine Learning 28, 41–75 (1997).
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Image Processing
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Original Grayscale Equalize
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Effects of Equalization
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• Faster 
convergence

• Lower final 
error

• Smoother 
loss surface
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Results
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Conclusions

• It could be that multi-task neural networks 
smooth the loss landscape, explaining our 
discrepancy in error between the testing and 
validation sets.

• The availability of unlimited simulated data 
allowed our team meaningfully apply ML models, 
and in turn showed additional evidence for the 
possibility of effective GAVN technology that could 
outperform traditional GPS signaling.
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Thank you!
Questions?
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Image References

DEVCOM-SC:

https://ccdcsoldiercenter.army.mil/#/whatwedo

Loss Surface:

https://www.cs.umd.edu/~tomg/projects/landscapes/

Back Propagation:

https://towardsdatascience.com/the-maths-behind-
back-propagation-cf6714736abf
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Error Metrics
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Mean Squared Error Root Mean Squared Error

Percent Error
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Future Work

Future teams that work on 
this project teams could:

• Develop new features in 
the simulator

• Refine the preprocessing 
techniques

• Run the network with more 
diverse environments

• Improve the neural 
network
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Back Propagation II
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Back Propagation III
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Datasets
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Random Forest

Trained on 5000 grayscale images

100 trees

RMSE of 55.74 m
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Baseline

Straight Layers

Shallower

Bigger Input
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