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Abstract

We present work on machine learning and educational data mining with the long-
term goal of helping to personalize students’ learning experiences. The first part is using
machine learning methods to analyze videos of students in educational settings. In one
project, (1) we explored the relationship between students’ thermal comfort, engagement,
and learning in a laboratory experiment video dataset and built an end-to-end detector to
measure students’ thermal comfort and engagement from their faces. In another, (2) we
investigated if the empathic messages provided by an intelligent tutoring system could
influence the students’ emotions and heart rate. In a third, (3) we built a model for pre-
dicting when human teachers shift their eye-gaze to look at their students during 1-on-1
math tutoring sessions. The second part is about personalizing educational content by an-
alyzing the detection results of educational videos on YouTube: (4) we compared different
methods to provide better math tutorial video recommendations to students by ranking
the videos based on the representations conducted by detected math information or the
transcripts. Along the way, (5) we found a new kind of training set bias based on the
mathematical correctness of object configurations in a visual scene, particularly within the
context of detecting individual symbols in images from math tutorial videos.



Chapter 1

Introduction

Machine learning has enabled educational data mining to help teachers better understand
students’ behaviors and to improve students’ learning. Students are different from each
other. They may have different preferences. For example, some of them would like to get
more attention from their tutors but others would not. They may have different require-
ments to the tutor and learning environment. For example, some students with strong
knowledge background may hope the tutor can spend more time on complex problems
while others with poor knowledge background may hope that the basic questions can be
explained more times. Thus, personalized learning [123] has became a popular and impor-
tant direction in the educational data mining area.

Personalized learning in traditional classroom environments is not easy, but there are
still some ways how students’ learning experience can be improved. For example, schools
can provide “smart” desks and chairs in the classroom that can adjust the local tempera-
tures around students. The tutors can allow those students who want more attention, and
ask those students who need more attention, to sit closer to the teacher. On the other hand,
when students are learning in 1-on-1 tutoring sessions, learning online, or learning with
intelligent tutoring systems (ITS), there are more ways in which personalized learning can
be implemented to improve students’ learning experience.

This dissertation explores several topics within educational data mining towards per-
sonalized learning. The first part of our work is focused on analyzing videos of students
in educational settings by machine learning methods. These videos contain a lot of infor-
mation. Students’ face and behaviors can reflect the students’ learning status, engagement
level and emotions [102, 119, 118]. What is a good time for the tutor to get the feedback
from the student’s face? When the teachers plan to do some actions (e.g., go to next prob-
lem, give some hints, give more time), how much should the teacher consider the students’
behaviors and how much from the students’ facial expressions? Do the hints provided by
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the teacher have an impact on the students? Understanding the events in the education
videos can help to personalize a better learning experience. In one project, we proposed
and evaluated a neural network architecture for predicting when human teachers shift
their eye-gaze to look at their students during 1-on-1 math tutoring sessions on the SD-
MATH dataset [54]. Such models may be useful when developing affect-sensitive intel-
ligent tutoring systems (ITS) [45] because they can function as an attention model that
informs the ITS when the student’s face, body posture, and other visual cues are most im-
portant to observe. Our approach combines both feed-forward (FF) and recurrent (LSTM)
components for predicting gaze shifts based on the history of tutoring actions (e.g., request
assistance from the teacher, pose a new problem to the student, give a hint, etc.), as well as
the teacher’s prior gaze events.

With regards to the ITS, most researchers hope that the ITS could be more like a hu-
man teacher who can provide supportive, empathetic, or motivational feedback to the
learner. But not a lot of research explored whether these feedback messages alter the
learner’s emotional state or not and whether the ITS could detect the change or not. In
another project, we investigated this question on the HBCU dataset [96], which contains
36 African-American undergraduate students who interacted with iPad-based cognitive
skills training software [50] that issued various feedback messages. Using both automatic
facial expression recognition and heart rate sensors, we estimated the effect of the different
messages on short-term changes to students’ emotions. Our results indicate that, except
for a few specific messages (“Great Job”, and “Good Job”), the evidence for the existence
of such effects was meager, and the effect sizes were small. Moreover, for the “Good Job”
and “Great Job” actions, the effects can easily be explained by the student having recently
scored a point, rather than the feedback itself. This suggests that the emotional impact of
such feedback, at least in the particular context of our study, is either very small, or it is
undetectable by heart rate or facial expression sensors.

Thermal comfort (TC) [23] – how comfortable or satisfied a person is with the tem-
perature of her/his surroundings – is one of the key factors influencing the indoor envi-
ronmental quality of schools, libraries, and offices. To explore how thermal comfort can
impact students’ learning and to build a thermal comfort detector, we conducted an ex-
periment in our university. If we can automatically detect the thermal comfort from the
students’ faces, in the future, some smart building system [20] could personalize the stu-
dents’ local environments to the level that can maximize the students’ learning gain. In
the experiment, students (n = 25) were randomly assigned to different temperature con-
ditions in an office environment (25◦C → 30◦C, or 30◦C → 25◦C) that were implemented
using a combination of heaters and air conditioners over a 1.25 hour session. The task of
the participants was to learn from tutorial videos on three different topics, and a test was
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given after each tutorial. The results suggest that (1) changing the room temperature by
a few degrees Celsius can stat. sig. impact students’ self-reported TC; (2) the relationship
between TC and learning exhibited an inverted U-curve, i.e., should be neither too uncom-
fortable nor too comfortable. We also explored different computer vision and sensor-based
approaches to measure students’ thermal com- fort automatically. We found that (3) TC
can be predicted automatically either from the room temperature or from an infra-red (IR)
camera of the face; however, (4) TC prediction from a normal (visible-light) web camera is
highly challenging, and only limited predictive power was found in the facial expression
features to predict thermal comfort.

Thanks to the development of the internet and existence of large open educational re-
source repositories, numerous learning resources can be found online. This brings a lot of
convenience to the students, but they also need to spend significant time to find a good
resource. Providing a better educational content searching [104] service is an important
step to achieve personalized searching by the students’ preference. In our work, we pro-
posed a new kind of video representation based on the detected math characters that can
be used to compare the similarity between the input math expression and the videos. We
collected some math tutorial videos from YouTube, sent them to the Amazon Mechani-
cal Turk and asked the workers to watch and label the problems that were solved in the
videos. Compared with several different types of representations, the ranking accuracy of
our proposed computer vision-based string representation is better than that of the tran-
scripts representation which is our baseline.

When watching a collection of tutorial videos, we found that the quality of the videos
was not always good. Some authors provided wrong solutions to the problems. It is
widely known that the visual context can affect the object perception in the natural images
[41, 3], but can the mathematical correctness influence the character detection results in
math tutorial images? To answer this question, we investigate this new type of dataset bias
based on the mathematical correctness of object configurations in visual scenes, and how
this bias can affect the accuracy of computer vision models. Our experiments demonstrate
how CNNs trained to detect and recognize individual objects are capable of implicitly
learning simple mathematical relationships between them directly from pixel data; more-
over, models that are trained with a dataset bias (e.g., all examples are mathematically
correct) can suffer in performance when evaluated on test data without this bias. Impor-
tantly, the semantic bias that we study is based not just on simple co-occurrence patterns
in each image, but rather on higher-order semantic rules that generalize to unique combi-
nations of objects not seen during training. While the magnitude of the effect was small,
the accuracy difference was statistically reliable.



Chapter 2

Predicting when teachers look at their
students in 1-on-1 tutoring sessions

The aim of personalized learning in education is to provide personalized feedbacks to stu-
dents. Student’s face can reflect a lot of information, such as students’ learning status and
their emotions, but their faces not always reflect these information and different students
might reflect information at different time. For a teacher, always starring at the student’s
face will make the students embarrassed. For an ITS, analyzing the students’ face in the
full tutoring session is too expensive. To achieve the goal of personalized learning in ed-
ucation, to know what is a good time to analyze the student’s face or how much we need
to consider of the face is very important. In this project, we investigated when the human
teacher would look at the student’s face from a educational dataset.

2.1 Introduction

Since the early 2000s [64, 65, 28, 121], one of the chief goals of the intelligent tutoring
systems (ITS) community has been to develop affect-sensitive ITS that can perceive and re-
spond to their students’ affective states, e.g., frustration, boredom, and engagement. Due
to tremendous, contemporaneous progress in machine learning and computer vision re-
search, the accuracy of automatic detectors of emotions from images and video, both in
general (e.g., basic emotions) and educational settings (e.g., detection of student engage-
ment [119, 18]), has increased to the point that they are becoming practical. However, much
less research has been done on how automatic affective sensor measurements should be
integrated into the ITS’ decision-making process.

One key question is: During which specific moments of the tutoring session are the stu-
dents’ emotions most important to perceive and respond to? While it is sometimes feasible
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simply to run an array of detectors on every frame of the videostream (captured from one
or even multiple cameras), there are reasons why this is not a good idea: (1) Computa-
tional cost: as of 2017, the most accurate object detection and recognition systems (e.g.,
[56, 90, 72]), based on deep convolutional neural networks, are computationally very in-
tensive, more so than “previous generation” detectors such as the classic Viola-Jones [111]
approach. In order to maintain real-time responsiveness and low energy cost (particularly
relevant for ITS on mobile devices), it may be preferable to sacrifice temporal resolution
(i.e., run the detectors less frequently) in exchange for higher recognition accuracy. (2) Re-
dundancy: there is a strong correlation between emotion estimates over time. (3) Data
overload: Estimating a variety of facial expression and emotional states in every video
frame can result in a huge amount of data that the ITS must somehow analyze and use to
teach more effectively. The magnitude of this data may increase the challenge of training
of downstream systems – e.g., a control system that uses “engagement” estimates to adjust
the difficulty of the curriculum. It may instead make more sense to attend only to specific
moments; indeed, the trend in recent deep-learning research on image- and video-based
event recognition is to deploy neural attention models [125, 84] that automatically select
dynamically which parts of an image or video are most salient, based on information con-
tained in the image/video itself. In particular, if the salient moments (when full analysis
of all sensors is necessary) can be determined using just a few less computationally expen-
sive, lower-bandwidth sensor readings – e.g., audio rather than video, or low-resolution
peripheral vision [43] rather than high-resolution direct gaze – then it is possible that sig-
nificant computation could be saved.

Human visual attention in one-on-one tutoring: Even in one-on-one tutoring settings,
the teacher does not look at her/his pupil during the entire session. In contexts where the
student and teacher share a common workspace – e.g., a piece of paper on which to write
– the teacher divides her/his attention between the student, workspace, and other objects
around the room. The choice of where the teacher decides to look is motivated by several
factors, including: (1) Privacy: it would likely be uncomfortable for the student to be stared
at the entire time; (2) Information transmission: From the psychology literature, there is
evidence that increased eye gaze by the teacher is associated with more efficient encoding
and subsequent recall of information [80, 40, 103] by the student. (3) Information gather-
ing: The teacher looks at the student at moments that she/he judges to be most informative
for making tutoring decisions. As an example of how these factors can influence visual at-
tention, the teacher might generally avoid looking at the student (to maintain privacy) but
decide to “check in” if, after asking her/him to tackle a math problem, the student pauses
for a long time without giving any cue that she/he is trying to solve it. This can both help
the teacher to know whether the student is confused (information gathering), and it may
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also cue the student that the teacher is waiting for a response (information transmission).

When developing an ITS that selectively perceives its students’ emotions, it is neces-
sary to develop an algorithm that decides when to look. One approach might be based on
reinforcement learning. However, tutoring sessions are relatively expensive and slow to
conduct compared to the robotics settings in which reinforcement learning is usually used,
likely rendering it impractical. An alternative paradigm, which we pursue in this paper,
is to train a model of visual attention using supervised learning from one-on-one tutoring
sessions collected from human tutors. To the extent that skilled human tutors employ sen-
sible visual attention strategies, this approach could help an affect-sensitive ITS to look at
the student during the most important moments.

Human tutors may decide how to shift their eye-gaze based on the high-level actions
of the tutoring session – e.g., the student has asked the teacher to help her/him in solving
a problem – as well as visual cues such as hand gestures, facial expressions, etc. Tutors’
visual attention may also exhibit temporal patterns, e.g., if the teacher just ascertained that
the student was “engaged” one second ago, then it might not be necessary to check again
during the next second. To date, there has been scant research on how tutors decide when
to look at their students (see Related Work); one of the goals of our paper is to start to
fill this gap. In one sentence: the purpose of our work is to explore the extent to which
machine learning can be used to predict human tutors’ future eye-gaze events, using
high-level actions, behavioral cues, as well as the history of prior eye-gaze events, as
predictors.

We emphasize that we are not trying to estimate the tutor’s current eye-gaze (i.e., gaze
following [87]) by examining an image of the tutor’s face or eye region – this is an inter-
esting and important problem but arguably easier (most human observers can solve this
problem easily) than ours. Instead, we are trying to predict whether the tutor will change
her/his eye-gaze during the next time-step. In particular, we assume that the teacher has
knowledge of the high-level actions (defined in Section 2.3.1) of the session (e.g., give an ex-
planation, request assistance, attempt a problem, etc.); such actions could be obtained, for
example, by analyzing the measurements from low-bandwidth (compared to full video)
sensors such as speech. We also assume that the teacher knows the history of gaze events
she/he has executed so far. Our research harnesses a tutoring video dataset (described be-
low) of two teachers, each of whom tutors 10 middle-school students in a math topic (for
a total of 20 unique students), which has been densely annotated for the teachers’ (as well
as the students’) eye-gaze. The focus of our work is on modeling the decision process of
human tutors, as well as exploring computational architectures for deciding when to look.



PhD Dissertation – Han Jiang 8

2.2 Related Work

There is a large body of literature [17, 15, 39] on visual saliency and attention prediction.
While much of this research focuses on predicting where subjects will look within a single
image, there has also been significant prior work on predicting gaze shifts in interactive
settings, e.g. an airplane flight simulator [29], multi-party conversations [46], and urban
driving [16]. To date, there have only been a few studies on visual saliency within educa-
tional settings: Penaloza, et al. [82] built a model of the student’s visual attention to enable
a robot to more accurately emulate the cognitive development of infants. We are aware of
only 2 prior studies that explicitly model how the teacher attends to the student. One is by
Dykstra, et al. [32]: on a dataset of 1 teacher with 10 students, they developed a logistic
regression-based model that predicts eye gaze shift events (similar to our work) based on
the joint actions taken by the tutor and student in one-on-one tutoring sessions. The other
is a behavioral study by van den Bogert, et al.[110], who compare expert versus novice
teacher’s eye-gaze in traditional classrooms (not tutoring sessions).

2.3 SDMATH Dataset

The San Diego Multimodal Adaptive Tutoring Human-to-human (which we call SDMATH)
dataset consists of labeled video recordings of 20 one-on-one tutoring sessions. There are
2 tutors in the dataset, one female, one male, both of whom are accredited middle-school
math teachers. Each tutor taught 10 students (5 male, 5 female each; no student was taught
by both teachers), who were all 8th grade students of 13 years of age. There were 20 unique
students in total. Before participating in the tutoring session, both the teachers and the stu-
dents (and parents) gave informed consent/assent to participate, be videorecorded, and
have their face images published in scientific publications (University of California, San
Diego’s IRB: 090920).

All sessions were captured using both frontal camera to capture student and teacher
and an overhead camera to capture the scratch paper which both participants shared as
a common workspace (see Fig. 2.4, right). Each tutoring session was approximately one
hour in duration and consisted of a 10-minute pretest, 40-minute tutoring session, and
finally a 10-minute posttest. The teachers were instructed to teach naturally in order to
help each student to practice and learn the material as effectively as possible. The students
were instructed simply to do the best they could. The “fundamentals of logarithms” were
chosen as the topic of instruction. Logarithms were selected since they were expected to
be challenging for the students (since they are typically taught to students in higher grade-
levels than the participants in our study) but still learnable to significant degree within a



PhD Dissertation – Han Jiang 9

WorkspaceStudent 
Gaze

Teacher

It already gave us the 
exponent here Uh… Where'd I lose you?Okay

Explanation Check for Comprehension

Student Workspace Student

Teacher 
Speech
Speech 

Function
Teacher 

Gaze

a

b

Action

Figure 2.1: A moment from the SDMATH dataset showing both (a) frontal and (b) overhead views.
The labels underneath show the teacher’s utterances, the corresponding teacher speech action la-
bels, and teacher and student eye gaze labels. The dashed red line indicates the moment at which
the image was extracted from the video.

40-minute tutoring session.

2.3.1 Annotation

The SDMATH dataset was annotated for multiple channels (see Figure 2.1 for a schematic):
Actions: Based both on the teachers’ and students’ speech, head nods and shakes, as well
as the content of what they wrote on the paper, each tutoring session was coded for the
actions that were taken by each participant at each moment in time. There were 13 possible
labels for the teachers’ actions (explanation, present problem, solicit content, solicit expla-
nation, solicit procedure, request for participation, provide hint, check for comprehension,
direct negation, indirect negation, confirmation, encouragement, and socializing) and 7
for the student (correct attempt, incorrect attempt, incomplete attempt, request assistance,
express lack of comprehension, socializing).

Gesture: Hand gestures were coded separately for the left hand and right hand of both
the teacher and the student, for all 20 tutoring sessions. Hand gestures were labeled as one
of four types (see [75]): Deictic (pointing) gestures are used to direct a listener’s attention to
a referent (e.g., writing on the paper). Beat gestures are small hand movements resembling
flicks and occur with the rhythm of the speech, mostly placed on stressed syllables. Iconic
gestures exhibit physical aspects of the scene described by speech. Metaphoric gestures are
associated with abstract ideas and represent a metaphor of the speaker’s idea or feeling
about an object or concept.
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Figure 2.2: Proposed neural network, consisting of both feed-forward (FF) and LSTM components,
for predicting whether or not the teacher shifts her/his eye-gaze from {“paper”,“elsewhere”} to
“student”, at time t + 1. The FF network analyzes features computed from a fixed-length window
in the pink block; the LSTM analyzes the entire history of the teacher’s prior eye-gaze events. The
final prediction is the combination of the probabilities of FF NN and LSTM RNN.

Eye Gaze: The object of fixation of student and teacher eye gaze was labeled through-
out each tutoring session. Distinctions were made between three mutually exclusive gaze
fixations: (1) the paper workspace shared by the teacher and student, (2) the other tutoring
session participant (teacher or student depending on the subject of labeling), and (3) else-
where, defined as all eye gaze which does not fall into one of the first two categories. The
median (over all 10 sessions per teacher) fractions of time that the teachers gazed at their
students was 6% and 26% for Teachers 1 and 2, respectively.

2.4 Proposed Eye-Gaze Prediction Model

We developed a neural network (see Figure 2.2) to predict the binary outcome of whether
the teacher shifts her/his eye-gaze to look at the student during the next time-step, based on the
history of the student’s and teacher’s actions (e.g., hand gestures) as well as the prior eye-
gaze events of both the student and teacher. In order to capture the entire history, we use
an LSTM recurrent neural network (see Figure 2.3): the input [xt; ft] consists of the current
eye-gaze xt at time t, along with the feature vector ft describing the teacher’s and student’s
actions; the output is the prediction x̂RNN

t+1 of what the teacher’s eye-gaze xt+1 (at time t+1)
will be, over all 3 eye-gaze targets (paper, student, elsewhere).

In addition, since simple feed-forward (FF) neural networks are often easier to train
(compared to LSTM) without overfitting, we also use a two-layer FF network to analyze
the same set of features (student’s and teacher’s actions) from the recent history over a fixed
time-window [t − h, t]. The output of the network is a softmax over 2 categories (shift to
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Figure 2.3: LSTM subnetwork we used for eye-gaze prediction. During training, the target value at
each timestep t is the ground-truth value of the next timestep t+ 1.

student, do not shift to student). This is equivalent to logistic regression and is equivalent
to the approach used by [32] (though with a different feature set).

The final prediction of the network is the average of the two networks’ predictions
(x̂FF

t+1, x̂
RNN
t+1 ).

2.4.1 Training

FF: We used as positive examples every time-point at which the teacher shifted her/his
eye-gaze from not looking at the student (i.e., looking either at the paper or “elsewhere”),
to looking at the student. A set of negative examples was created by sampling random
timepoints when the teacher was likewise not looking at the student and also did not imme-
diately shift her/his gaze to the student, subject to the constraint that every such negative
example was at least 1 second before the onset and 1 second after the end of every time pe-
riod during which the teacher gazed at the student. Based on this procedure, there were a
total (over all 20 tutoring sessions) of 1836 and 3292 positive examples, and 3652 and 6584

negative examples, for Teacher 1 and Teacher 2, respectively. The value of h was optimized
for each teacher to maximize prediction accuracy; this resulted in h = 0.3sec for Teacher 1
and h = 0.2sec for Teacher 2. The weights of the FF network were also regularized with a
ridge term of strength 0.001.

LSTM: In SDMATH, eye-gaze labels are annotated using a real-valued clock (e.g., the
teacher shifts her/his gaze at time 3.25sec from the paper to “elsewhere”). However, the
LSTM recurrent neural network in our design uses a discrete clock (each t corresponds to
1 second of wall-clock time). When training the LSTM, we thus set the ground-truth label
xt+1 that the network is trying to predict at time t to be the proportion of time, within
the time interval [t, t + 1), that the teacher gazed at each of the 3 targets. At test time, the
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outputs x̂RNN
t+1 were converted (to match the format of x̂FF

t+1) into a probability vector over
just 2 categories by summing the probabilities of “paper” and “elsewhere”; the result was
then added to x̂FF

t+1 to produce the network’s final eye-gaze estimate of whether or not the
teacher gazes at the student. We trained the LSTM using the Adam optimizer (learning rate
was 0.01) over 40 epochs. To optimize the number of hidden units in the LSTM layer (over
the set {2,4,8,16,32}), we used subject-independent double cross-validation; the optimal
number was 16.

2.5 Results

We used SDMATH to estimate the accuracy of the network described above, for each
teacher separately, using leave-one-session-out cross-validation. We measured accuracy
separately for the FF and LSTM components, as well as of the overall network (com-
bined predictions). To enable a fair comparison between the FF (real-valued clock) and
LSTM (discrete clock) approaches, we tested the network at all timepoints t such that the
time interval [t, t + 1) contained one of the positive or negative examples used for train-
ing+evaluating the FF network. Accuracy was measured using the Area Under the receiver
operating characteristics Curve (AUC). Recall that the AUC of a classifier that guesses is
0.5, no matter what the prior class probabilities are.

2.5.1 Results: Predicting teachers’ eye-gaze shifts

Results (averaged over all 10 students of each teacher) are shown in Table 2.1. The FF
network was more accurate than the LSTM network, suggesting that – possibly due to the
simplicity of the 2-layer FF network architecture – the short-term history of students’ and
teachers’ actions is more easily capturable using the FF approach than the LSTM approach.
However, we did observe evidence that the long-term history of events, as captured by the
LSTM, can be helpful: the combined network (FF+LSTM) was statistically significant more
accurate (0.79 versus 0.77 AUC for teacher 1, t(9) = 3.949, p = 0.0036; 0.70 versus 0.68

AUC for teacher 2, t(9) = 2.4512, p = 0.03668) than just the FF network by itself (i.e., the
approach used in [32]), suggesting that long temporal windows can be useful for modeling
human eye gaze and developing attention models for ITS. Using the combined network,
the average AUC over both teachers was 0.75. Clearly, this would not be a high value
for an object recognition problem such as gaze following. However, our problem is about
prediction and is arguably more challenging.
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Teachers’ eye-gaze prediction accuracy (AUC)
FF LSTM Combination

Teacher 1 0.77 0.76 0.79
Teacher 2 0.68 0.67 0.70

Table 2.1: Eye-gaze prediction performance on the SDMATH dataset, using either the FF, LSTM, or
combined networks. Results for each teacher are averaged over his/her 10 students.

2.5.2 Results: Predicting students’ eye-gaze shifts

In addition to modeling teachers’ eye-gaze, we also ”reverse” the prediction problem and
train models to predict when the student shifts her/his gaze to the teacher. This allows us
to train predictive models for not just 2 teachers but also on 20 students, and to gain greater
confidence in the ability of our model to generalize to new subjects. Using just the LSTM
network (not the FF component, for simplicity), and using the same subject-independent
cross-validation scheme (separately for each teacher), we trained predictive models of a
student not seen during training. The AUC for predicting students’ eye-gaze, averaged
over all 10 students of teacher 1, was 0.83; the average AUC over all 10 students of teacher
2 was 0.80. These numbers are consistent with the accuracies of predicting teachers’ eye-
gaze.

2.6 Identifying the most predictive features

What particular semantic and behavioral features did the teachers in SDMATH respond
to when making decisions of where to look? To answer this question, we trained the FF
neural network we used sequential additive logistic regression (similar to the FF network
described above): For each teacher, we started with an empty feature set and iteratively
added the feature (from the pool of 83 features) that maximized the increase in training
accuracy, conditional on the already selected features. Selection was repeated for 10 itera-
tions.

Results: The top 10 most predictive features of gaze-to-student events are shown in the
tables below, along with the associated logistic regression coefficient:
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Teacher 1
Cumulative

# Person Feature Coef. AUC
1 Teacher deictic gesture (left) +.26 0.6231

2 Teacher explanation +.24 0.6745

3 Teacher prompting +.11 0.6917

4 Teacher check for comprehension +.14 0.7113

5 Teacher beat gesture (left) +.13 0.7194

6 Teacher iconic gesture (left) +.12 0.7256

7 Teacher present problem −.11 0.7320

8 Teacher iconic gesture (both) +.11 0.7369

9 Teacher deictic gesture (both) +.10 0.7430

10 Student correct attempt +.07 0.7471

Teacher 2
Cumulative

# Person Feature Coef. AUC
1 Teacher present problem −.25 0.5739

2 Teacher explanation +.13 0.6025

3 Teacher prompting +.17 0.6318

4 Teacher request for participation −.08 0.6398

5 Teacher check for comprehension +.12 0.6473

6 Teacher beat gesture (left) +.13 0.6543

7 Student eye gaze to paper −.05 0.6600

8 Teacher deictic gesture (left) +.10 0.6646

9 Teacher iconic gesture (both) +.14 0.6694

10 Teacher beat gesture (both) +.08 0.6739

Seven out of the 10 features (shown in bold) overlap for the two teachers. The last col-
umn shows, for each selected feature, the cumulative accuracy on training data. Over both
teachers, most of the top 10 features were positively correlated with gaze-to-student, mean-
ing the presence of the feature increased the probability of the teacher shifting his/her gaze
to the student. For example, the teachers were more likely to shift their gaze to the student
after having started an explanation; this is intuitive since the teacher would likely want
to sense the student’s reaction to what he/she is saying. Similarly, there is a increased
probability of gaze-to-student when the teacher prompts the student to answer a question,
possibly because the teacher is now waiting for the student to deliver a response.

More interesting is that deictic hand gestures were positively correlated with the teacher
shifting his/her eye gaze to the student. In Figure 2.4, Teacher 2 is shown just before and
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Figure 2.4: Top: Teacher 2 before/after shifting eye gaze to student. Bottom: Teacher 2’s deictic
hand gesture (pointing to an equation on the paper) before shifting eye gaze.

just after she shifts her eye gaze from the paper to the student, along with the overhead
view of the paper just before she shifts her gaze. At this moment, the teacher is making
a deictic gesture with her left hand to point to the number 10 on the paper. One interpre-
tation is that the teacher needs to gaze at the student to ascertain whether the student is
attending to where the teacher had pointed. This suggests that it may be beneficial for an
ITS, when pointing out a particular mistake that the student had made in a math deriva-
tion, to verify that the student is in fact attending to the tutor’s explanation.

2.7 Conclusion

We have proposed a neural network, combining both LSTM and FF components, for pre-
dicting whether the teacher in one-on-one tutoring sessions will shift her/his eye gaze to
look at the student during the next timestep. This is a challenging problem that requires
the model to predict future human behavior. The model was trained and evaluated on a
dataset of 20 one-on-one math tutoring sessions from 2 human teachers and exhibited an
overall accuracy (averaged over the two teachers) of 0.75 – this corresponds to a reduction
in prediction error of about 50% (relative to the baseline guess AUC of 0.5). The accuracy of
the overall neural network, comprising both an FF and LSTM component, was statistically
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significantly higher than just the FF subnetwork, suggesting that long-range temporal de-
pendencies can be useful to capture for predicting eye-gaze events. In addition, we have
identified particular high-level semantic actions and behavioral features that the teachers
(implicitly) used to make their visual attention decisions. In future work it would be inter-
esting to integrate into an affect-sensitive ITS the kind of neural attention model we have
developed, and to explore what level of attention prediction accuracy is necessary for the
ITS to teach effectively.

Acknowledgement

This material is based upon work supported by the National Science Foundation under
Grant No. #1551594.



Chapter 3

Measuring students’ thermal comfort
and its impact on learning

By automatically detection of the students’ thermal comfort, the school buildings could
change the local environment to provide a personalized environment to help the students
achieve better performance in school. In this project, we explored how to automatically
detect thermal comfort and its impact on learning.

3.1 Introduction

Most of the time that people learn takes place indoors. Primary and secondary school
students are typically in school buildings for most of the day and do homework in their
houses and apartments in the evenings. Adult learners may learn as part of their job in
an office or pursue lifelong-learning opportunities at home. The indoor environment qual-
ity (IEQ) of where people learn, study, and work can have a significant impact on their
physical well-being as well as their cognitive performance [4, 7].

The impact of IEQ on learning in particular has a special importance and has begun
to interest architects, civil engineers, and educational psychologists in recent years [42]:
Young learners in particular might be more sensitive to the influence of the environment
due to their age or other physiological characteristics than adults. Students spend many
hours each day in schools; however, since students typically have little control over their
schools’ physical environment, learners may feel great concern about their thermal com-
fort [23]. Thermal comfort (TC), which is a key component of IEQ, has been defined as
“that condition of mind that expresses satisfaction with the thermal environment and is
assessed by subjective evaluation” [9]. Prior work (see section below) has shown that sub-
optimal thermal comfort conditions can negatively affect students’ learning. However, to
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our knowledge, no study to-date has explored the relationship between the impact of TC
on learning and time. Is it possible that the effect of suboptimal TC could be mild during
brief periods of learning but become more severe as the learning session continues? This
is one of the questions we explore in this paper.

Measuring thermal comfort: Different people can experience the same temperature
and environment differently, and just because one person has a high degree of thermal
comfort does not mean her/his friend or peer will. Since thermal comfort is about a per-
son’s satisfaction with the thermal comfort, it depends not only on the environment itself,
but also on the person’s physiological and psychological adaptability [25, 19] to her/his en-
vironment. How adaptive a person is depends, in turn, on how and where a person grew
up, e.g., her/his country of origin and its associated climate.

Due to the partially subjective nature of TC, most studies that sought to measure TC
used questionnaires [36, 35, 25, 19]. While these are useful, they suffer from drawbacks
such as (1) lack of temporal specificity, (2) recency/primacy effects, (3) disruption to regu-
lar activities. These can all lead to inaccurate measurements. Therefore, many researchers
have explored alternative approaches based on various sensors (e.g., skin-based tempera-
ture sensors, cameras) to measure TC automatically [114, 73, 81, 70, 53, 60].

Automatic facial expression recognition: One of the new forms of human observation
that has been enabled by advances in machine learning and computer vision is based on
automatic facial expression recognition. With technology, it is possible to automatically
detect pain in the human body [61], student engagement [119], driver fatigue [113], and
many other affective and cognitive states. Inspired by these studies, we explore in this
paper whether automatic analysis of facial expression can help to detect a person’s degree
of thermal comfort.

Contributions: In our study, we (1) conduct a randomized experiment to explore the
relationship between thermal comfort, the time-on-task, and learning. We also (2) explore
different sensors and algorithmic approaches to estimating a person’s thermal comfort
automatically.

3.2 Related Work

During the past 10 years there has been substantial interest (see [42, 93] for literature sur-
veys) in measuring the impact of the IEQ on students’ learning. In Table ?? we categorize
the prior work on this subject in terms of IEQ factor (light, air, etc.) as well as the method
of measuring learning (subjective impression (SI), test (T) performance, school scores (SS),
and randomized experiment (RE)). In addition to studies specifically about thermal com-
fort (TC) [129], other factors of the IEQ such as lighting, air quality, and noise have been
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Table 3.1: Related Work about the impact of indoor environment factors on learning. SI: subjective
impression; T: test; SS: school scores; RE: randomized experiment

Light Air Thermal comfort Noise Other
Lee, et al.[67] Kameda, et al.[62] Lee, et al.[67] Lee, et al.[67]

SI Choi, et al.[23] Lee, et al.[67] Choi, et al.[23] Choi, et al.[23]
Marchand, et al.[74] Choi, et al.[23] Marchand, et al.[74] Marchand, et al.[74]

Dorizas, et al.[30] Kameda, et al.[62] Dorizas, et al.[30] Dorizas, et al.[30]
T Dorizas, et al.[30]

Sarbu & Cristian.[94]
Haverinen-Shaughnessy, Barrett, et al.[13]

SS et al.[48] Barrett, et al.[12]
Marchand, et al.[74] Wargocki & David.[117] Wargocki & David.[117] Marchand, et al.[74]

RE Marchand, et al.[74]
Jiang, et al.[57]

considered. Within this research domain, an important dimension of variability is how
learning was measured – by asking participants their subjective impressions, from their
school scores, or from a test conducted within the experiment itself. Another dimension
of variability is whether the study was observational (i.e., compute a correlation between
historical data of the IEQ and historical data of learning) or experimental (i.e., randomly
assign participants to conditions). The latter is a generally considered to be the more pow-
erful approach since it avoids many potential confounds (e.g., student engagement) and is
the approach we pursue in our study.

3.2.1 Impact of TC on learning

[67, 23] used subjective impression as the learning performance. They both analyzed the
relationships between the IEQ (light, air quality, thermal comfort and noise) and learning.
[67] found that the learning performance was negatively correlated with the number of
student complaints about IEQ. [23] also explored the students’ satisfaction with IEQ, as
well as the TC in particular, from survey data gathered from 631 university students. The
results showed that satisfaction of IEQ of the classroom was related to the perceived effect
of IEQ on learning.

[94] conducted a 1-month test during May-June 2012 at a university in Romania. 18 stu-
dents’ test results of concentrated attention tests (Kraeplin test) and distributive attention
test (Prague test)[107, 105] were recorded. The conductors used room temperature, rela-
tive humidity and CO2 concentration to predict test scores. Their results suggested that
these indoor environment factors could strongly impact students’ learning performance.
[117] conducted an experiment to explore the impact of air temperature on students’ per-
formance. The results indicated that with the same accuracy, students would increase their
speed when performing the language-based and numerical performance tasks if the room
temperature was reduced from 25◦C to 20◦C in late summer. [74] randomly assigned the
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participants into different conditions to perform a computer-based reading and learning
task. They found that TC had a low and non-significant relationship with the performance;
the participants in the extreme condition believed that the temperature had a larger nega-
tive impact on their performance than the participants in a normal condition. In [57], the
researchers conducted an experiment to explore the impact of TC in 1-on-1 cognitive tasks
when students are with a tutor. All the participants experienced all temperature condi-
tions (10◦C, 14◦C, 15◦C, 16◦C, 18◦C, 20◦C). Their experiment indicated that there was
an inverted-U relationship between thermal sensation and pupils’ learning performance.
A seven point scale of thermal sensation, according to [9], was used. The meaning of
the number from -3 to 3 was “cold”, “cool”, “slightly cool”, “neutral”, “slightly warm”,
“warm” and “hot” successfully. The results showed that students’ performance was better
in the cool or slightly cool conditions compared to the hot condition.

3.2.2 Measuring thermal comfort

How to measure thermal comfort has been explored for many years. While questionnaires
from each person about her/his own TC is useful, they can be inconvenient and tedious.
Researchers have thus sought to devise alternative measures that can be measured auto-
matically from various sensors.

Environmental sensors: For instance, the PMV-PPD model, proposed by [36, 35], uses
air temperature, mean radiant temperature, air velocity, humidity, and human variables
to calculate the Predicted Mean Vote (PMV) of a group of people’s averaged thermal sen-
sation according to [9]. The Predicted Percentage of Dissatisfied (PPD) utilizes PMV to
calculate the percentage of people who might complain about their thermal environment.

Body sensors: [114] used skin temperature sensors to collect upper extremity (finger,
hand, forearm) skin temperatures and explored how these temperatures related to thermal
sensation. [73] explored different configurations of where to place the temperature sensors
on the body and identified particular configurations that were most effective.

Cameras: More recently, with the development of machine vision, researchers also ex-
plored predicting thermal comfort through cameras. [81] showed that the averaged fore-
head temperature from infrared (IR) images was correlated with people’s thermal sensa-
tion and thermal comfort. [53, 60] leveraged the human thermoregulation process and
then applied Eulerian Video Magnification algorithm[122] to filter the visible-light RGB
images to predict thermoregulation states, which is one indicator of thermal comfort.
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3.3 Experiment

In order to assess the impact of thermal comfort on learning and how this effect could
change over time, we conducted a laboratory-based learning experiment (approved by
WPI’s IRB #18-0372) in which university students (n = 25) watched three lecture videos,
answered surveys on their thermal comfort, and completed a quiz on what they learned.
During the experiment, the indoor environment conditions were monitored and controlled
according to a schedule defined by each participant’s randomly assigned experimental
condition. We also deployed a variety of sensors – camera, environmental, and body – to
measure the temperature of the environment and of each participant. These sensor mea-
surements, along with participants’ survey responses, allow us also to explore different
automated approaches to estimating a person’s thermal comfort.

3.3.1 Recruitment of participants

We recruited participants for the experiment through an email list at our university. In
the end, 25 students (of whom 9 were female) participated in our experiment. All of them
were either undergraduate or graduate students. Each participant was paid for $20 gift
card for his/her participation.

3.3.2 Procedure

This experiment was conducted on each participant individually and was divided into
four sessions. Each session was 21 minutes. Therefore, every participant would sit at a
desk around 84 minutes in total. In the first session (adaptation session), each participant
gave informed consent, placed the skin-based temperature sensors on her/his body, and
listened to the experimenter’s instructions. The purpose of the adaptation session was
to neutralize the potential impact of the outside weather conditions or physical activity
(e.g., running to class) before the experiment. In each of the remaining three sessions, the
participant watched a tutorial video (10 minutes), answered a quiz about it (<5 minutes),
completed a thermal comfort survey (<5 minutes), and then took a break. The length of
the break (21 min − VideoLength − QuizTime − SurveyTime) depended on how long the
participant took to complete the quiz and survey. The order of the tutorial videos was
randomized, as was the order of the temperature conditions (warm to neutral, or neutral
to warm); see Conditions subsection below. Sensor measurements, including video of the
face, were recorded throughout all three tutorial sessions.

After the participant finished putting on the body sensors, the experimenter started
the videorecording from the laptop-based web camera, typed the participant’s ID into the
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Figure 3.1: Experimental setup of the desk, laptop, and cameras.

web-page, turned the time controller on, and then asked the participant to press the “Start”
button whenever she/he was ready. The experimenter then left the room and stayed in the
room next-door throughout the rest of the experiment. Using remote access software, the
experimenter took an IR image of the participant at the beginning of each tutorial video
during the tutorial sessions. See Figure 3.2 for a schematic of the procedure.

Video:
10 mins

Quiz:
max 5 
mins

Survey:
max 5 
mins

Break:
21 mins - 

video - 
quiz - 

survey

Tutorial Session: 21 mins

Figure 3.2: Tutorial session procedure

3.3.3 Environmental controls

We used 4 heaters (to increase the room temperature) and 1 air conditioner (to decrease
temperature). In order to maintain the temperature at a constant level, we also deployed 3
thermal controllers. Moreover, in order to change the room temperature (from either warm
to neutral, or neutral to warm), we also used 4 timers. To maintain the room temperature
to be at least 25◦C, 1 heater was always turned on. 3 thermal controllers and 3 timers were
connected to the other heaters. The thermal controllers were used to keep the room tem-
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perature around 30◦C. Timers were used to control when the heaters and air conditioners
were turned on and off. The heaters and air conditioner were oriented so that the air did
not blow directly onto the participant.

3.3.4 Sensors

All sensors were adjusted carefully before we started our experiment. They are listed as
follows:

1. 4 skin temperature sensors. We followed the positions in [73] (see Figure 3.3). These
sensors were used to measure the participant’s body temperatures at four different
body locations and record the temperature every 1 minute. Sensors were attached
using medical tape.

2. Room temperature sensors. These sensors were used to measure the room air tem-
perature at different heights (0.1m, 0.6m, 1.1m and 1.7m) and recorded every 1 minute.

3. 1 web camera on the laptop pointed at the participant’s face. Note that the video was
lost for 1 out of 25 participants; hence, for our experiments on using the web camera
to predict thermal comfort, n = 24.

4. 1 infrared (IR) camera pointed at the participant’s face. The camera recorded only
images, not video. Using the camera’s temperature calibration software, the IR im-
ages can be used to estimate the participant’s face temperature directly.

3.3.5 Materials

Tutorial videos: We used three 10 min-long tutorial videos and quizzes that were used
in a prior study by [109]. The order in which the tutorial videos were presented to each
participant was randomized; this was necessary to remove the potential confound that
the subject matter, rather than the thermal comfort or time during the learning session,
influenced the learning gains. All videos were about social, philosophical, and ethical
issues: (1) honesty, (2) language and thought, and (3) empathy.

Thermal comfort survey: We used the same thermal comfort questionnaire survey as
in [70, 69]. The survey asks questions such as, “Rate your whole body thermal sensation”,
“Rate your thermal body comfort”, “How sleep/alert do you feel?”, and “How easy/dif-
ficult is it to concentrate?” The scale was from -3 to +3 with a resolution of 0.1.
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Figure 3.3: Positions of skin-based temperature sensors on the body.
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Figure 3.4: Top: Experiment lab Photo; Bottom Left: Top view of Lab and sensors’ position. The
participant was facing the direction with the arrow; Bottom Right: Room temperature sensors in
different heights

3.3.6 Conditions

Each participant was randomly assigned to one of two temperature conditions: neutral to
warm (25°C to 30°C), and warm to neutral (30°C to 25°C). By randomizing the thermal
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Adaptation Tutorial 1 Tutorial 2 Tutorial 3
0 21 42 63 84 Time(min)

Room Temperature
      Condition1:
      From Neutral to Warm
      (25C to 30C) 

      Condition2:
      From Warm to Neutral
      (30C to 25C)

30C

25C

Figure 3.5: The change of room temperature in different conditions

conditions, we avoid the potential confound that students’ performance changed in dif-
ferent sessions not due to thermal comfort but due to other factors related to time, e.g.,
fatigue. If the participant was in the neutral to warm condition, the room temperature in
the adaptation session was maintained at 25°C until the end of the first tutorial session; it
was then increased to 30°C in the second tutorial session and was maintained at this level
until the end of the third tutorial session. See Figure 3.5.

3.3.7 Data collection

Using the sensors, we collected several kinds of data from each person: (1) Video from the
web-camera (at 30 fps); (2) Infrared images (1 every 21 minutes); (3) room temperature,
CO2, and relative humidity (1 measurement every minute); (4) body temperature (1 every
minute for each sensor); (5) each participant’s start/end times of each tutorial video, quiz,
and survey; (6) each participant’s quiz scores.

3.4 Analysis

Our analysis was focused on two questions: (1) what is the relationship between thermal
comfort, temperature, and learning? (2) How can we use the various sensors to estimate
participants’ self-reported thermal comfort automatically?

3.4.1 Impact of room temperature on thermal comfort

In our experiment, the range of the room temperature was from 25°C to 30°C. This was not
a huge change in the temperature. One of our goals was to assess whether this magnitude
of temperature change could influence body thermal comfort. As defined in the thermal
comfort survey that we used [9], the range of thermal comfort was from -3 to 3, where -3
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Figure 3.6: Histogram of thermal comfort in our experiment
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means “very uncomfortable” and 3 means “very comfortable”. Based on the histogram of
body thermal comfort in our experiment in Figure 3.6, we see that the participants rarely
(10 total votes) considered their thermal comfort to be highly uncomfortable (a rating of -3,
-2). This indicated that our setting of the experiment was relatively comfortable for most of
the participants. Did the modest temperature changes induced during the experiment im-
pact participants’ thermal comfort? To investigate, we considered models including either
linear or quadratic terms for room temperature (computed as the average of the tempera-
ture sensors at different heights). The quadratic model did not give a stat. sig. better model
fit, and hence we used a linear model; see Figure 3.7. The Pearson correlation between the
model’s predictions and self-reported thermal comfort scores was r = −0.436, p < 0.001,
i.e., within the temperature range of our experiment, higher temperature resulted in lower
thermal comfort. Based on the estimated regression coefficient, increasing the room tem-
perature by one degree in our temperature range results in a reduction of thermal comfort
by 0.32. Note that we also tried modeling thermal comfort and temperature (linearly) with
a participant-specific offset as a random effect and obtained similar results.

3.4.2 Relationship between thermal comfort, learning, and time

After showing the change of room temperature in our experiment could influence the
participants’ thermal comfort, we assessed whether thermal comfort was related to par-
ticipants’ performance in the learning task. A scatter-plot of the quiz scores versus self-
reported thermal comfort scores is shown in Figure 3.8. Neither the Pearson nor the Spear-
man correlations between quiz score and thermal comfort were significant. However, after
visually examining the scatter-plot, we noticed a slight ”inverted U” shape; this has also
been noted in prior work [100, 99]. This shape indicates that when the participants felt too
comfortable or too uncomfortable, their quiz score were lower; when the thermal comfort
state was in the middle, their quiz score was higher. We found some support for this hy-
pothesis in our data: the Spearman correlation between the square of self-reported thermal
comfort and quiz score was negative (r = −0.235) and statistically significant (p = 0.0042).
Tthe quadratic model of self-reported thermal comfort gives a stat. sig. better fit than the
linear model (likelihood ratio test, p = 0.002).

To explore this more rigorously by accounting for repeated measures, we also used
a mixed-effect model with a random effect to model an offset for each unique partici-
pant. Due to different tutorial videos having different difficulties, we also considered the
video id as the random effect. We studied the relationship between thermal comfort and
quiz score within each of the three tutorial session (1, 2, 3) separately. To our surprise, in
the first two tutorial session, the impact of the square of the body thermal comfort (i.e.,
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Figure 3.8: Thermal comfort VS Quiz score

Table 3.2: Effect size (Cohen’s f2) of TC2 in each tutorial session

Session No. Effect size
1 0.007
2 0.044
3 0.308

TC2) was not significant (p > 0.05). However, in the last (third) session, the impact was
negative and stat. sig. (p = 0.013). The estimated magnitude was that a change in 1 level of
thermal comfort decreases the quiz score by 0.2 points (the maximum score was 6 points).
A possible interpretation is that, as time went on, the participants might feel more tired
or bored. At first, they could force themselves to focus on the tutorial videos and answer
questions. However, when they became fatigued or bored, an uncomfortable thermal com-
fort might start to show its influence. See Table 3.2 for the effect size(calculated based on
the marginal R2) in each tutorial session.

3.4.3 Relationship between thermal comfort and sleepiness

The survey that each participant completed after every tutorial session contained questions
not just about thermal comfort, but also about how sleepy they felt. The values ranged
from -3 (very sleepy) to +3 (very alert). The correlation between thermal comfort and
sleepiness was positive (0.32) and stat. sig. (p = 0.0084).
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3. 4.

Figure 3.9: Participants in different engagement levels.

3.4.4 Relationship between engagement and learning

To explore whether the perceived level of student engagement, as judged by an external
observer, was related to students’ learning, we manually labeled video frames from each
participant’s face video. We extracted 1 frame every 20 seconds for each of the 3 tutorial
sessions of all the participants. These pictures were labeled for the appearance of ’engage-
ment’ following the definitions in [119]. Level 1 is “not engaged”, level 2 is “nominally
engaged”, level 3 is “engaged”, and level 4 is “very engaged”; see Figure ?? for a rep-
resentative image of each label. During labeling, the images were randomized over time
and also over participants; hence, the engagement scores were unbiased w.r.t. participants’
self-reported thermal comfort. We averaged the engagement for each participant per each
of the three tutorial sessions, and then used a mixed effect model to analyze the relation-
ship between quiz score and engagement. The participant id was still the random effect.
Since we had a prior hypothesis that engagement was positively correlated with learning,
we used a 1-tailed t-test. The result showed that this positive correlation was significant
(p = 0.032).

3.5 Automatic detection of thermal comfort

The primary method of estimating thermal comfort is via self-report on a survey. Might
there be an automated way of obtaining this information that is less intrusive and gives
higher temporal resolution? This could be useful to advance research on the IEQ and
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Figure 3.10: Manually cropped face for infrared images. Top: face when thermal comfort is -0.6.
Bottom: face when thermal comfort is 2.7.

learning. Moreover, it could also set the stage for smart learning environments in which
localized ventilation, heating, and cooling systems can optimize the thermal comfort for
each learner. With these goals in mind, we explored several approaches to automatically
estimating thermal comfort using the different sensors we deployed in our experiment.

3.5.1 Infrared camera

Per participant, 3 IR images were collected (one per tutorial session). From each IR image,
we manually cropped the face for infrared images from IR camera and calculated the av-
erage face temperature for each tutorial session. For each IR image, we cropped the face
between two ears for width, and from forehead to chin for length; see Figure 3.10.

We then calculated the mean temperature within the face region and used it to predict
thermal comfort. Using a mixed-effect model (with participant id as a random effect), we
found that the correlation between the face temperature, as computed from the calibrated
IR image, and thermal comfort was −.34 (p = 0.0029). In other words, a hotter face was
associated with lower thermal comfort.

3.5.2 Skin sensors of body temperature

We averaged the skin temperature from 4 skin sensors for each tutorial session. The corre-
lations between thermal comfort and averaged skin temperature are shown in Table 3.3.

With statistical significance, the correlations of the skin temperature at position D and
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Table 3.3: Skin Temp. VS Thermal comfort

Sensor Pearson Correlation p-value
D -0.273 0.018
K -0.174 0.136
O -0.186 0.11
Q -0.28 0.015

Q indicated that they had a negative correlation with body thermal comfort. These two
correlations also remained significant when we applied the mixed-effect model and set
participant id as random effect.

3.5.3 Web camera

Even though the results of skin sensors and infrared cameras showed that we could use
them to detect thermal comfort, we were still interested in whether an ordinary (visible
light) web camera can be used to detect thermal comfort. In contrast to skin sensors, web
cameras are less intrusive – they require no skin contact or medical tape. In contrast to IR
cameras, they are less expensive and more widely available.

While one could consider a “black box” approach such as a CNN-LSTM in which all the
pixels of an entire video segment is used to predict thermal comfort, the relatively small
size of our dataset (n = 24) makes this approach difficult. Instead, we investigated whether
the much lower-dimensional feature representation of facial expressions can reveal a per-
son’s thermal comfort. For example, we reported above that sleepiness is associated with
thermal comfort, and this might be revealed in a person’s facial expression; this approach
was used in [113] to detect drowsiness when driving a car.

After watching the videos, our subjective impression was that predicting thermal com-
fort from the face was very difficult. In the temperature range of our experiment setting,
the facial expressions in different temperature condition did not vary greatly. Neverthe-
less, we tried three approaches: (1) estimate thermal comfort directly from the average
facial features values extracted from OpenFace [11] over the time series of face images; (2)
estimate thermal comfort from a Gabor-filtered time series of facial features; and (3) train
a recurrent neural network to analyze the raw time series.

Individual face movements

From each frame in each 10-minute video sequence just prior to the self-reported thermal
comfort survey of each tutorial session of each participant, we used OpenFace to extract
the facial action units (AUs 1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 17, 20, 23, 25, 26, 45). In
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Figure 3.11: Landmarks from OpenFace

addition, we also calculated the size of the face – this could be useful for determining if
the participant leaned toward or away from the camera. Next, we extracted the head pose.
Finally, we computed the distance between the eye-lids – this could give some measure of
drowsiness.

For the left eye, we first calculated the central point of landmark 37 and 38, the central
point of landmark 41 and 40, and then, calculated the distance between the these two
central points. For the right eye, we calculated the distance used landmark 43, 44, 47 and
46 as the same approach as the left eye. The eye-lid distance was the mean of the left
distance and the right distance. We also estimated the size of the face box as an indication
of whether a person was leaning towards or away from the camera: we first calculated the
central of landmark 19 and 24, and then calculated the distance between the central and
landmark 8, and also the distance between the landmark 0 and 16. The final face size was
the product of the two distance. See Figure 3.11.

Using the above feature set, we examined the Pearson correlation between each mean
feature value (averaged over each 10-minute time series) and self-reported thermal com-
fort. Only two features were stat. sig. correlated: AU 6 (Pearson r = 0.244, p = 0.038;
see Figure 3.12) – cheek raiser – and the eye-lid distance, calculated by the landmarks on
the eyes, was also correlated to thermal comfort with significant (Spearman r = −0.27,
p = 0.02). The latter correlation suggests that smaller eye opening is associated with larger
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Figure 3.12: Example of AU 6 (https://www.cs.cmu.edu/˜face/facs.htm
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Figure 3.13: One example of real gabor filter. Frequency: 3.0; bandwidth: 0.9492

thermal comfort; this is consistent with the notion that thermal comfort that is “too high”
may cause people to become sleepy.

Gabor filtered time series

A 1-D (temporal) Gabor filter is a complex-valued band-pass filter, with a specifiable center
frequency and bandwidth, whose impulse response is local in both time and frequency; an
example of the real component of one filter is shown in Figure 3.13. Gabor filters have
been applied to various facial expression recognition tasks [113] and can capture certain
patterns of a raw time series. For instance, they can capture wave-like patterns such as
repeated blinking or eye closure. Here, we explored whether they could be helpful for
predicting thermal comfort.



PhD Dissertation – Han Jiang 35

Recurrent neural networks

Recurrent neural networks such as LSTM and GRU, are powerful models for dealing with
time series. We explored whether a GRU (Gated Recurrent Unit) network can analyze
the facial expression series to estimate thermal comfort. We trained a GRU model from
the feaures extracted using OpenFace described above using leave-one-person-out cross-
validation to measure accuracy of the approach. Hyper-parameters were selected from the
sets {learning rate: {0.0001, 0.0005, 0.001}, hidden units: {8, 16, 32}, epoch: 50, optimizer:
{Adam, SGD}. For each fold, we randomly selected 5 participants as the validation set (for
hyperparameter validation), and the remaining 18 participants as the training set. Training
every 5 epochs, the model would be applied to validation set and test set.

After tuning the hyper-parameters on the validation set, the best combination was
{learning rate: 0.0005, hidden units: 32, epoch: 15, optimizer: Adam}. The average (over
all 24 folds) correlation between predicted and actual thermal comfort scores was 0.248;
the result was statistically significant (p = 0.0425, Wilcoxon signed-rank test). We note,
however, that this result is no larger than the magnitude of the correlation between the
eye-lid distance and thermal comfort reported above.

3.6 Discussion and Conclusion

We conducted an experiment in to investigate the relationship between thermal comfort
and students’ performance in a computer-based learning task in the classroom. We also
explored different sensors and predictive models to measure thermal comfort automati-
cally.

Key results: 1) Changing the room temperature by a few degrees Celsius could stat. sig. im-
pact students’ self-reported TC; (2) Our experimental data provide evidence that learning
is optimal when thermal comfort is neither too high nor too low (inverted U relationship),
corroborating prior work. However, we also found a more nuanced relationship than had
been identified in prior literature: the impact of thermal comfort on learning was stronger
during the third tutorial session (later in time) compared to the first two sessions. (3) En-
gagement, as labeled by an external observer, was correlated with learning. (4) Thermal
comfort can be predicted from the face temperature using an IR camera. (5) Facial expres-
sion, at least in the ways we analyzed it, carries only limited information about thermal
comfort.

Future work: Given a larger video dataset of face images and associated self-reported
thermal comfort scores, we could explore more powerful prediction models that directly
predict thermal comfort from the face pixels. This might offer more powerful information
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than the facial expression estimates from OpenFace.
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Chapter 4

Measuring the effect of ITS feedback
messages on students’ emotions

Some students don’t like a lot of attentions from the teacher or the ITS. Even for the stu-
dents who are not averse to attention, too much attention may also let the students feel
nervous or embarrassed. Feedback messages or hints is one kind of attention. Providing
the effective ones to the right students is also an important step for achieve personaliza-
tion in ITS. In this project, we investigated the effect of the feedback messages on students’
emotions in an educational dataset.

4.1 Introduction

One of the main goals of contemporary research in intelligent tutoring systems (ITS) is
to promote student learning by both sensing the student’s emotions and responding with
affect-sensitive feedback that is appropriate to the student’s cognitive and affective state.
For sensing students’ emotions, a variety of methods are now available, including physi-
ological measurements [83], facial expression analysis [97], and “sensor-free” approaches
[66] based on analyzing the ITS logs. Given an estimate of what the student knows and
how they feel, the tutor must then decide how to respond. Based on the intuition that
good human tutors are often empathetic and supportive, many ITS today provide real-
time “empathic feedback” to learners that tries to encourage and motivate them to keep
learning. This feedback can range in complexity from short utterances [5, 38, 76, 33] to
longer prompts [8, 38, 77, 63] such as growth-mindset [24] messages.

Empathic feedback messages could make learners’ interactions with ITS more natural
and effective, but they also increase the complexity of designing the ITS and its control
policy, i.e., how it acts at each moment. Moreover, if feedback is given injudiciously, it
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could become distracting and suppress learning [33]. While affect-aware ITS with em-
pathic feedback have demonstrated some notable success [44, 97, 8], the sum of evidence
of their benefit is unclear. Empathic feedback has often been evaluated as part of a treat-
ment condition in which the feedback was not the only variable being manipulated [76, 8].
Moreover, optimistic hypothesis testing that did not account for multiple hypotheses was
often used.

In this paper we investigate the instantaneous impact of ITS feedback on each student’s
emotional state. The context of our study is an iPad-based system for cognitive skills train-
ing [50], specifically a task called “Set” (similar to the classic card game) in which the par-
ticipants must reason about different dimensions (size, color, shape) of the shapes shown
on the cards in order to score a point. The participants are African-American undergradu-
ate students at a Historically Black College/University (HBCU). As measures of emotion,
we consider facial expression, heart rate, and heart rate variability, all of which can be
estimated automatically, in real time, and with a high temporal resolution.

We examine the following research questions: Is there an instantaneous change in
facial expression and/or heart rate after each ITS feedback message that is consistent across
the participants? Does the evidence for such a change persist even after taking possible
confounds into account? Is there evidence that at least some participants may exhibit a
relationship between the sensor readings and the prompts, even if not all of them do?
Finally, is there evidence of any non-emotional change in students’ behavior as a result of
the feedback messages?

4.2 Related Work

Empathic Virtual Agents: [77] compared an “empathetic” avatar to a “non-empathetic”
one. At the start of the experiment, the empathetic avatar would ask the user, “Hopefully,
you will get more comfortable as we go along. Before we start, could I please have some of
your information?” with the goal of building trust and comforting the participant. In con-
trast, the non-empathetic one would simply ask, “Have you participated in similar tests
before?” They found that the empathetic agent performed no better, in terms of chang-
ing students’ self-reported mood after the intervention, than the non-empathetic agent.
However, they did find in the questionnaire results that participants found the empathetic
avatar to be more “enjoyable, caring, trustworthy, and likeable”. In another study on vir-
tual agents [85], the researchers compared an “empathic” virtual therapist with a “neutral”
one. The empathic therapist was designed to respond to the participant “in a caring man-
ner”. For instance, at the start of the session, it would say, “I’m very happy to meet you
and hope you’ll find our session together worthwhile. Please make yourself comfortable,”
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whereas the neutral therapist would say simply, “Hello, I am Effie a virtual human.” The
study found that the empathic therapist was beneficial, relative to the neutral therapist,
only for a subset of participants; this is reminiscent of the study by [33] who found that
the emotionally-adaptive ITS only helped students with less prior knowledge. Moreover,
the benefit of the empathic therapist did not persist after the first meeting between the
participant and the agent.

Empathic ITS: In [92], the researchers assessed the impact of ITS empathic feedback
on students’ emotions by manually coding students’ facial expressions (frustration, confu-
sion, flow, etc.). They found that there was a difference, in terms of the transition dynamics
of students’ affective states (e.g., flow to boredom), between the feedback messages that
were rated as “high-quality” versus “low-quality” by the students. [38] compared differ-
ent types of ITS feedback – epistemic, neutral, and emotional – in terms of their impact
on facial emotions. The epistemic feedback was more impactful than the emotional feed-
back in their study. However, their study did not compare to giving no feedback at all. In
[63], feedback of different types – growth mindset, empathy, and success/failure – were
compared in terms of students’ subsequent self-reported emotions. Their results suggest
that the different feedback conditions were associated with different emotions (interest,
excitement, frustration, etc.). Widmer [120] employed a Wizard-of-Oz experimental de-
sign similar to ours to assess the benefit of prompts in ITS; they measured the impact on
learning but not on students’ emotions.

Multiple Hypotheses: Most prior studies on ITS feedback messages tested many hy-
potheses but did not statistically correct for this. It is thus possible that they were overly
optimistic when identifying possible impacts.

4.3 Sensors of Emotion and Stress

In our work we investigate the impact of ITS feedback on emotion as it is expressed by
facial muscle movements and changes in heart rate.

Heart Rate: Heart rate (HR) and heart rate variability (HRV) are well known and
widely used as a biomarker of stress [106, 26, 83, 37]. To measure HR and HRV, we use
a Polar heart monitor chest belt that is connected wirelessly to a laptop to record the inter-
beat-interval (IBI) of heartbeats. We measure HR as the inverse of the IBI, and the HRV as
the standard deviation of the IBI.

Facial Expression: Behavioral and medical science researchers have used facial expres-
sion as a way of assessing various mental states such as engagement [119], driver drowsi-
ness [31], thermal comfort [55], and students’ emotional states in ITS [95]. Facial expres-
sion sensor toolkits are now also used in several prominent intelligent tutoring systems
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Figure 4.1: Top Left: Experimental setup. Top Right: View of the student from the camera. Bot-
tom: Methodology: For all message types and sensors (heart rate, facial expressions), we compute
the difference in average sensor value W/2 sec before vs. after an event (T1), and compare it to
the corresponding difference at a random timepoint not near a message (T2). For “Good Job” and
“Great Job” messages, to remove a confound due to the “Yay”, we compare the difference in aver-
age sensor value at T1 to the corresponding difference at another time (T3) that is also ∆Ty→gj sec
after “Yay” but not near a feedback message.

[59, 97, 44]. In particular, we use the Emotient SDK from iMotions, which can recognize 20
Facial Action Units (1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 17, 18, 20, 23, 24, 25, 26, 28, 43) [34] and
12 emotions (anger, joy, sadness, neutral, contempt, surprise, fear, disgust, confusion, frus-
tration, positive sentiment, negative sentiment). In each frame, the Emotient SDK could
provide a numeric value for each facial expression if there is a face detected.

4.4 Dataset

In our analysis, we examined the HBCU2012 dataset [96] which is an extension of the
HBCU dataset from [119]. In HBCU2012, n = 36 African-American undergraduate stu-
dents interacted with iPad-based cognitive skills training software that is designed to
strengthen basic cognitive processes such as working memory and logical reasoning. While
interacting with the software, their facial expressions and heart rate is being recorded (see
Figure 4.1). Each participant interacted with the ITS for 3-4 periods each, resulting in a
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total of 108 videos.

Procedure: Each student participated for 3-4 sessions, and each daily session lasted
about 40 minutes. Although the system contains several tasks, the main task is called Set,
which is similar to the classic card game. In this task, the player scores a point if they
correctly group 3 cards together that have a correct configuration of size, shape, and color.
When the student scores a point, the software automatically issues a “Yay!” sound. The Set
task is highly demanding, particularly at the advanced difficulty levels and given the time
pressure. At the start of each daily session, the participant takes a 3min pretest. Then, they
undergo 30min of cognitive skills training that is facilitated by the system. In particular,
the tutor decides the difficulty level at which the student practices, when to switch tasks
to take a break, etc. The tutor also issues hints and prompts of different types (described
below). During this practice section (but not during the tests), the student receives various
feedback messages (see below). After the practice session, the participant takes a posttest.

Types of feedback: The tutor can issue feedback messages of various types (see Table
4.1). Some of them are empathetic, some are motivational, and some are goal-oriented.
Note that each message type may be expressed with slightly different phrasing, e.g., “Good
Job” might be spoken by the tutor as “Good Job” or just “Good”; ”Try harder” can be
expressed as either ”It seems like you are not trying. Please try your hardest.” or ”Try
harder.”

Human-assisted ITS: While in many aspects the cognitive skills training software used
to collect the HBCU2012 dataset was automated, the decisions of when to issue feedback
messages were made by a human tutor (sometimes called the trainer in a cognitive skills
training regime) who was either in another room (Wizard-of-Oz style) or in the same room
(1-on-1 style) as the participant. For the Wizard-of-Oz setting, the trainer could watch the
student’s face via a live webcam and also observe the student’s practice on a real-time
synchronized iPad. Compared with a fully automated ITS, this human-assisted apparatus
might actually yield feedback messages that are more appropriately timed and chosen than
what an ITS would decide.

Sensor Measurements and Synchronization: Each participant completed the cogni-
tive skills testing and training on an iPad. The inter-beat interval (IBI) of heartbeats was
recorded using a Polar heart monitor. Facial expressions were estimated in each frame
(30 Hz) of video recorded by a webcam connected to a laptop. The game log was recorded
wirelessly from the iPad onto the laptop. Game log, heart rate, and facial expression events
were synchronized by finding a common timepoint between the face video and game log.
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Prompt Total Events Events per Learner:
Avg. (s.d.)

Great Job 1950 18.06 (12.72)
Good Job 2935 27.18 (15.89)
Nice Try 621 5.75 (5.46)

Watch Your Time 522 4.83 (2.75)
Keep Going 655 6.06 (4.99)

Faster 1025 9.49 (8.08)
Unique 55 0.51 (1.08)

Different Dims 220 2.04 (2.80)
Brief Directions 88 0.81 (1.09)

Try Harder 45 0.42 (0.98)
Missing 63 0.58 (1.33)

Extra Card 156 1.44 (4.16)
Take Break 33 0.31 (0.57)

Table 4.1: Frequency of the various prompts in our system.

4.5 Methodology

Since all participants received multiple feedback messages, we used a within-subjects de-
sign. To assess whether the various messages were associated with any immediate change
in students’ emotions (see Figure 4.1), we measured the change in the average value of
a specific sensor (heart rate, heart rate variability, or one of the 20 AUs + 12 emotions)
around the time (T1) when a specific message was issued. Specifically, we computed the
average sensor value within a time window of length W/2 just after T1 and subtracted the
corresponding average sensor value in the time window of length W/2 just before T1; this
yields ∆v. These values, at different times T1, constitute the treatment group of our study.
Then, we computed the difference ∆v (after-before) at a random timepoint (T2) in the par-
ticipant’s time series that was not within 10 seconds of any other prompt. These values,
at different times T2, constitute the control group. By comparing ∆v due to the treatment
vs. the control group, we can estimate the effect of the feedback message on the change
in the sensor value. While this is not a truly causal inference approach, our methodol-
ogy does eliminate the confound that could arise, for example, if the average sensor value
tended to increase (or decrease) over time, e.g., due to fatigue.

Repeated Measures Design: Since we have multiple feedback messages and multiple
days of participation for each student in our study, we use a repeated-measures design
based on a linear mixed-effect model, where the student ID is a random effect. We then
assess whether the presence (1) or absence (0) of the feedback message is statistically sig-
nificantly related to the change ∆v in a specific sensor value (facial expression or heart rate
value). We repeat this for all message types and sensor values.
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Hypothesis Correction: Due to many hypotheses (different messages and sensor mea-
surements) that are largely independent of each other and lack of strong prior belief that
a relationship exists between any particular sensor and feedback message, we take a con-
servative approach and perform Bonferonni correction to the p-values: Instead of the tra-
ditional α = 0.05 threshold, we require α = 0.05/m, where m is the total number of
hypotheses.

Effect Size: We quantified the effect size in two ways, both of which are a form of
Cohen’s d statistic: (1) Global effect size: we divided the fixed-effect model coefficient for
the treatment by the standard deviation of the sensor value (e.g., happiness value) over
the entire dataset (all participants, all days, and all times). (2) Local effect size: we divided
the fixed-effect model efficient for the treatment by the standard deviation of all ∆v in the
union of the treatment and control groups. This expresses whether the change due to the
feedback message is large compared to changes that occur in other time windows of length
W .

4.6 Analysis

4.6.1 Facial Expression

Analysis Details: We followed the methodology described above, where we picked 20
time points (T2) per each video such that there are no other event 10s before or after them
for the control group. For the time window W , we used 5s and 10s. We allowed for the
possibility that the participants’ reactions to the ITS feedback messages might be slightly
delayed; hence, we conducted analyses with a “right-shift” parameter τ of either 0s or 1s.
Finally, for the number of hypotheses m by which we corrected the p-value threshold α, we
considered that the 12 emotions (happy, sad, angry, etc.) can be considered combinations of
individual Facial Action Units (AUs) [34] and are thus not independent of the 20 AUs we
already measure. Since there are 13 different ITS feedback messages that we consider, we
thus let m = 13 ∗ 20 = 260 so that our threshold α for statistical significance by Bonferonni
correction is 0.05/260.

Results: Only 2 of the 13 feedback messages showed any stat. sig. impact, after p-
value correction, on any of the 32 facial expressions for any of the right-shift values (0s, 1s)
or window sizes (5s, 10s). The two message types were “Great Job” and “Good Job”, and
the effects were significant across all combinations of W and τ . Table 4.2 show the facial
expression values that have a significant change due to these feedback messages. Note
that the effect sizes are generally quite small, especially when assessed at a global level
(i.e., relative to the variance of the expression value over the whole dataset). The largest
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Great Job Good Job
Facial p-value Global Local p-value Global Local

Evidence Effect Size Effect Size Effect Size Effect Size
Fear 2.59e-12 0.045 0.105 4.6e-10 0.077 0.092

Disgust 9.38e-09 -0.044 -0.197 1.33e-13 -0.104 -0.245
Sadness 6.06e-05 -0.023 -0.081 6.06e-05 -0.023 -0.081

Confusion 8.91e-05 -0.030 -0.150 2.48e-06 -0.062 -0.113
Neutral - - - 5.9e-05 -0.067 -0.160

AU1 - - - 5.42e-06 0.035 0.074
AU4 6.75e-08 0.018 0.074 2.71e-07 0.032 0.068
AU5 <2e-16 0.08 0.344 <2e-16 0.120 0.335
AU7 7.11e-08 0.022 0.121 9.87e-12 0.045 0.10

AU15 - - - 1.30e-04 0.036 0.08
AU18 - - - 3.65e-07 -0.060 -0.106
AU20 7.39e-05 0.025 0.106 4.87e-05 0.034 0.041
AU25 - - - 1.60e-04 0.047 0.128
AU26 - - - 9.33e-05 0.038 0.148
AU43 <2e-16 -0.086 -0.350 <2e-16 -0.156 -0.736

Table 4.2: “Great Job/Good Job”: Effects on facial expression values which are stat.sig. for W =
10s, τ = 0s.

absolute effect size is for AU43 (closing of the eyes) for both “Good Job” and “Great Job”,
whereby the participants’ eyes tend to be more closed before than after the message.

4.6.2 Heart Rate

Analysis Details: We varied W over 5s and 10s, and the trends were the same. For Bon-
feronni correction, we let m = 26 since we considered two different heart measures (HR,
HRV) and there were 13 different message types.

Results: None of the prompts showed a stat. sig. impact on HR or HRV.

4.7 Effects on Individual Students

Here we consider the hypothesis that the feedback messages may affect some students but
not others. In particular, we test, for each combination of participant, feedback message,
and sensor measurement, whether there is a statistically significant difference within each
student in the average sensor value W/2 seconds after vs. before the prompt. For each com-
bination of prompt and sensor value, we then calculate the fraction of students for which
the difference is statistically significant. Importantly, this analysis allows for a different
effect – some positive, some negative – on each student.
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Facial Expression: We perform the analysis for W = 10s. If, for each student, any of
the 32 facial expression values were significantly changed due to a feedback message, then
we increment our count for that message type. We let m (number of hypotheses) be 20
(the number of unique Facial Action Units we measure) and hence α = 0.05/m =2.5e-03.
The results shows that for most messages, less than one quarter of the students showed
any effect; only the “Great Job”(18/36) and “Good Job”(19/36) affected at least half of the
students

Heart Rate: We varied W over 5s and 10s, and the trends were similar. For Bonferonni
correction for each participant, we let m = 2 since we considered two different heart mea-
sures (HR, and HRV). The trend is similar as for the facial expression measures (“Great
Job”: 16/36; “Good Job”: 19/36).

4.8 Impact of “Great Job” and “Good Job” Messages

Our analyses have found robust (over multiple sensor measurements, right-shifts, and
window sizes) evidence of a relationship between the “Great Job” and “Good Job” mes-
sages and facial expression (but not heart rate), despite the conservative Bonferonni correc-
tion. However, there was little evidence in support of any other feedback message. Given
that these two message types almost always occur shortly after the student has scored a
point, we explored whether the change due to the feedback itself or simply because the
point scored a point. To examine this, we modify the methodology from Section 4.5 so that
the control group for these messages is taken at times T3 that are ∆y→gj after a “Yay”/point
scored timepoint but where no such feedback occurs (see Figure 4.1). Importantly, the de-
cision of whether or not “Good Job”/“Great Job” was given was at the discretion of the
human trainer and was essentially random (i.e., quasi-experimental analysis). This allows
us to isolate the effect of the feedback itself, rather than of the preceding “Yay” sound. We
estimated the value ∆y→gj over all the “Great Job” and “Good Job” messages in our dataset
(around 1.091s).

Analysis Details: We selected “Great Job” and “Good Job” timepoints T1 such that
there is no other message before and after 5 seconds except a “Yay”. We also randomly
selected a similar number of time points for T3. We varied W as 5s or 10s, and we let τ be
0s or 1s. Since there are now just 2 feedback messages and 20 AUs, we let m = 40.

Results: After accounting for the preceding “Yay”/point-scored as described above,
we find no statistically significant change of any facial expression before vs. after the “Great
Job” or “GoodJob”, for any W or τ . This indicates that the change in facial expression
around these messages is likely due to having scored a point, not the feedback itself.
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4.9 Conclusions

Our analyses of facial expression and heart rate data from 36 African-American students
interacting with iPad-based cognitive skills training software suggest that (1) the impact of
the short empathic feedback messages on students’ emotions was very small. (2) Several of
the correlations (for “Good Job” and “Great Job”) disappeared after we accounted for the
confound that the student’s own achievement at having scored a point could explain the
impact. (3) When examining the emotional impact on individual students, we found that,
except for “Great Job” and “Good Job”, only a modest fraction of students showed any
stat. sig. correlation. Therefore, before trying to optimize an empathic ITS’ control policy,
it may be worth verifying that the feedback messages have any impact at all. On the other
hand, and more optimistically, contemporary emotional recognition systems also offer a
pathway forward to measure the impact of the ITS’ actions more precisely. Finally, we
note that there could be non-emotional effects of the ITS prompts on students’ behaviors.
For instance, when watching some videos, we noticed that a few participants shifted their
eye gaze in response to the “Watch your time” prompt. Future work can explore this issue.
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Chapter 5

Can the Mathematical Correctness of
Object Configurations Affect the
Accuracy of Their Perception?

Object detector can be very useful in educational content searching, captioning and index-
ing. Improving the accuracy of the detector can provide a better summarization to the
video by the detected objects. In this project, we proposed a new kind of dataset bias and
investigated that could this bias influence the accuracy of detection results on the images
with math expressions.

5.1 Introduction

Visual context affects object perception. Extensive research in psychology and neuro-
science on human perception, as well as computer vision and machine learning research
on artificially trained models, has demonstrated how the context can impact perception in
both detection and recognition tasks (e.g., [79, 14, 86]). In human perceivers, the mecha-
nisms of how surrounding objects can affect object perception include modulated visual
attention as well as changes to how low-level features are integrated when forming high-
level judgments about object categories [79]. Within the computer vision community, this
line of research has partly motivated the collection of new datasets (e.g., CLEVR) so as
to reduce biases in their ground-truth labels that could otherwise be exploited by trained
models to obtain a deceptively high accuracy [58].

To date, work within machine learning and computer vision on dataset bias has fo-
cused mostly on statistical correlations between an object and its context that can be learned
during training, e.g., if a training dataset contains boxes that are mostly red, then that
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statistical dependency can affect perception at test time as well. However, a related and
arguably deeper question is whether a neural network’s accuracy could be influenced by
its understanding, or lack thereof, of semantic relationships between objects and their at-
tributes that generalize beyond mere co-occurrence.

As a specific motivating application that we recently encountered, suppose one wishes
to train an object detector to find all the math content (expressions and equations) within
each frame of a collection of math tutorial videos, so that the math content in the videos
can be more easily searched. Might a CNN trained on such videos learn a bias whereby
the correct content (e.g., “5 − 2 = 3”) is more likely to be detected as a visual object than
incorrect content (e.g., “5 − 2 = 4”)? Could such a bias be learned by generalizing the
rules of arithmetic beyond the finite set of examples that were provided during training
(in other words, can the machine implicitly learn that 5− 2 = 3 even if this specific combi-
nation of operators and operands was not part of the training set)? For another example,
suppose a computer vision-based automatic homework grading system (e.g., as developed
by the company GradeScope) was trained to evaluate whether each student solved a set
of algebra problems correctly; would the system suffer in accuracy of detecting individual
symbols if it was trained only on examples of correct solutions, in which the configurations
of symbols followed the rules of algebra?

On the surface, it may seem obvious that a network trained on a dataset with some
property P = 1 (e.g., whether all the equations rendered in the images are mathematically
correct) should do better when tested on a dataset for which P = 1 compared to when
P = 0 (e.g., the equations rendered in the images are often incorrect). This would be espe-
cially so if P could be learned by the model through memorization of specific objects from
training images, or if P were based on simple correlations such as “if object X appears,
then object Y usually also appears”. However, we argue that the answer to the question is
not obvious when the bias is based on non-trivial semantic (rather than just correlational)
relationships between objects (e.g., subtraction of two-digit numbers requiring “borrow-
ing” from the 10’s to the 1’s place) that might be difficult for a neural network to learn
even with explicit training, and when the machine must generalize to novel combinations
of objects never seen during training.

In this paper, we describe a sequence of experiments to explore the influence of the
mathematical correctness of object configurations in a visual scene on the accuracy of their
perception by simple CNN architectures.We investigate the effect in both object recog-
nition and object detection tasks, and in two different settings: mathematical expressions
and equations rendered as images, and physical simulations of moving particles. At a high
level, our results indicate that (a) neural networks are capable of learning simple mathe-
matical relationships implicitly from how the objects appear together in images, without
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explicit supervision of what the objects mean or what the relationships are; and (b) the
dataset bias, in terms of the mathematical correctness in the configurations of objects, can
affect the network’s perception accuracy at test time – even on specific configurations of
objects never seen during training. Our paper contributes to the growing interest in dataset
bias, as well as on causal models [98] that are valid beyond the standard “in-distribution
generalization” paradigm [3].

5.2 Related Work

Bias in Neural Network Training: One common weak point of neural networks is that
they easily overfit to biases in the training data. [2] points out that in the Visual Question
Answering (VQA) dataset [6], just because a model can correctly answer some image-
question pairs does not necessarily mean the model is trained well, due to the possibility
of label bias in the training dataset. For example, a model might be trained to answer
the question, “What covers the ground?” in a dataset in which snows always covers the
ground. For the goal of helping trained models to generalize better, [58] created a new
dataset (CLEVR) that minimizes the kinds of questions that do not require actual visual
reasoning, thereby reducing the bias caused by the co-occurrence of two objects in the
image.

In the domain of object recognition, [41] showed that CNNs trained on ImageNet
[27, 101] often use textural information more than shape information. In their example,
a cat with Indian elephant texture was recognized as an “Indian elephant” rather than a
“cat”. This kind of bias might be caused by the uniqueness of the texture of that class. In
each image, the Indian elephant can have multiple shapes and poses, but almost all the
textures are the same, and the texture is often easier for the network to harness for the
recognition task. In [3], the authors described how non-semantic features such as color can
influence the network’s output. They proposed four different kinds of training regimes:
in-distribution generalization, generalization under non-systematic-shift, generalization
under systematic-shift and semantic anomaly detection.

Learning Mathematical Relationships: A number of works [22, 78, 116] have investi-
gated the extent to which neural networks can be trained to solve mathematical problems.
However, relatively little prior literature has explored whether neural networks can learn
mathematical logic from images directly, rather than via explicit supervision. For exam-
ple, [51] used two images that contained numbers as the input to a feed-forward neural
networks and an image that contained the results of the two input numbers as the output.
The operations could be addition, subtraction or multiplication. There was no extra infor-
mation about what the characters (numbers) mean to the model. Their results showed that
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some mathematical concepts (addition and subtraction) could be purely learned by visual
information. [71] presented a CNN based model that could learn to perform addition us-
ing input images that contained a mathematical expression, e.g., “6+9”, without knowing
what the characters “6” and “9” mean in advance. In [47], the authors defined a mapping
from the Fashion MNIST to “0” to “9”, and used this mapping to generate a new math
dataset which used the Fashion MNIST examples as the numbers. The input to the model
(RNNs or CNNs) were two images, and the output was also an image that contained the
result of the input numbers. Their results showed that bitwise-and and bitwise-or were
easier to learn than addition and subtraction. Finally, [126] found that CNN-based models
also have the ability to learn some cognitive reasoning tasks such as symmetry, counting,
etc. They found that, while humans can learn the tasks from just a few examples and
achieve 100% accuracy after humans mastered this task, the neural networks require a
large number of training examples and and cannot “master” the tasks like humans can.

5.3 Experiment I: Learning to Perceive Subtraction Problems

In our first experiment, we assessed whether the mathematical correctness of object con-
figurations that are rendered as images affects the accuracy in recognizing or detecting
the equations’ individual objects. Here, the “objects” are symbols (0-9, -, =) that describe
a mathematical equation, and the mathematical relationship between the symbols is the
subtraction operation (which requires “borrowing” from the 10’s to the 1’s place). Because
we were uncertain at the onset as to whether a CNN could implicitly learn the mathemat-
ical relationships implicitly (i.e., without supervision of the correctness) and directly from
pixels, we conducted the experiment in a sequence of stages of increasing difficulty.

Dataset: We considered math problems of the form a − b = c and generated the set
of all n = 99 ∗ (99 + 1)/2 = 4950 unique tuples T = {(a, b, c) ∈ {0, 1, . . . , 99}3 | (a >

b)∧ (c = a− b)}. All tuples in dataset T are mathematically correct. For instance, T contains
the tuple (55, 23, 32) since 55 − 23 = 32. We then partitioned T into training, validation,
and testing subsets (T tr, T va, T te, have 2476, 1237, and 1237 examples, respectively) such
that, if (a, b, c) occurs in one subset s, then (a, c, b) must also occur in the same subset. The
purpose of the latter condition was to ensure that, in order to achieve high accuracy, the
network must learn the full semantics of the mathematical operation of subtraction, and
not perform well just by harnessing the (relatively) simple rule that a−b = c =⇒ a−c = b.
Our goal in designing this dataset and its subsets was to ensure that the network has to
learn to generalize to new math problems entirely, not just novel images of previously seen
same math problems.

Since we were interested in how the dataset bias of mathematical correctness can af-
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Table 5.1: The various datasets and tasks we used to train the networks in Experiment I on learning
to perceive mathematical equations.

Network Input Target
# Description Example (63− 56 = 07) Description Example

1 Image of a1a2 − b1b2 = One-hot codes of c1, c2
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0],
[0, 0, 0, 0, 0, 0, 0, 1, 0, 0]

2 Image of a1a2 − b1b2 = c1c2
One-hot codes of a1, a2,
−, b1, b2,=, c1, c2

[0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0],
[0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0],
. . .
[0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0]

3 Image of a1a2 − b1b2 = c′1c
′
2

One-hot codes of a1, a2,
−, b1, b2,=, c′1, c

′
2

[0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0],
[0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0],
. . .
[0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0]

4 Image of a1a2 − b1b2 =(noise)
One-hot codes of a1, a2,
−, b1, b2,=, c1, c2

Same as #2

5
Image with a1a2 − b1b2 = c1c2
as subimage

Bounding boxes of a1, a2,
−, b1, b2,=, c1, c2

(0,28,28,28),
(28,28,28,28),
. . .

6
Image with a1a2 − b1b2 = c′1c

′
2

as subimage
Bounding boxes of a1, a2,
−, b1, b2,=, c′1, c

′
2

(28,140,28,28),
(56,140,28,28),
. . .
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Train Correct

6 3

5 6

0 7
Pathway 1: using image 07

Pathway 2: using images 63 and 56

Figure 5.1: Two alternative pathways for how the “Train Correct” network can classify the symbols
in mathematically correct expressions.

fect the perception accuracy, we thus also generated a dataset of random tuples T̃ s =

{(a(i), b(i), c(σ(i))) | (a(i), b(i), c(i)) ∈ T s}ni=1, where s ∈ {tr,va, te}, and σ is a permutation
of indices 1, . . . , n. Naturally, the vast majority of these will be mathematically incorrect
(specifically, only 1.45%, 1.30% and 1.78% of the tuples were correct in the training, valida-
tion and testing subsets, respectively). Since the marginal probability distributions (within
each of the training, validation, and testing subsets) P (c) are the same in both T s and T̃ s,
the baseline accuracy of just guessing the majority class for c in the test set is also the same.

Hypotheses: A computer vision model trained on mathematically correct data can rec-
ognize the digits of c using two alternative pathways (see Figure 5.1): (1) perceive c from its
pixels; or (2) predict c by perceiving a and b and then subtracting them. A network trained
on random data, on the other hand, can only use pathway (1). Hence, we hypothesize
that the following relationships about the symbol recognition accuracy (averaged over all
8 symbols in each equation) will hold:

1. Train Random, Test Random = Train Random, Test Correct. If the network is trained
on T̃ tr, then the symbol recognition accuracy is independent of the mathematical
correctness of the relationship between (a, b) and c.

2. Train Random, Test Random > Train Correct, Test Random. The network trained only on
correct tuples will suffer when it is tested on random tuples, since pathway (2) above
will usually be misleading.

3. Train Correct, Test Correct > Train Correct, Test Random. Same reason as hypothesis 2.

4. Train Correct, Test Correct > Train Random, Test Correct. The network trained only
on correct tuples will benefit from being able to rely on two alternative pathways
(instead of just one), especially when the images of the digits are unclear or are noisy.
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5.3.1 Stage 1: Learning to Subtract Numbers

We first wanted to verify that a CNN that receives an image of a novel (i.e., not seen during
training) two-digit subtraction problem a−b can correctly compute the answer c with high
accuracy. We represented each number (a or b) using two digits (e.g., a is rendered as a1a2)
by including a leading 0 if necessary. For each digit, we randomly sampled an MNIST
image of the appropriate class and concatenated them (along with an = symbol) to produce
an image of the form a1a2 − b1b2 =. (See line #1 in Table 5.1.)

Methods: We trained a simple CNN on T tr (and T va for early stopping) with 4 con-
volutional layers followed by 2 dense layers (50 neurons each) with batch normalization
and dropout using SGD (lr=5e-3). Accuracy was measured as the fraction of examples in
which both digits of c = c1c2 were correctly predicted by the network.

Results: When tested on T te, the network achieved 90.90% accuracy. For comparison,
the baseline accuracy for just guessing the majority class in the test set was 2.9%. (Note that
the distribution P (c) in T is not uniform, since there are more tuples (a, b) that yield small
c than those that yield large c.) While not perfect, this network provides a proof-of-concept
that a network can learn the subtraction operation with high accuracy on subtraction prob-
lems a− b not seen during training.

5.3.2 Stage 2: Recognizing Digits in Equation Images

Next we investigated whether the mathematical correctness of the tuples (a, b, c) used to
train and/or test the neural network affects the accuracy of the CNN in recognizing all the
individual symbols (0-9, -, =) in images of the form a1a2 − b1b2 = c1c2. The networks we
train have the same architecture as in Stage 1, except that the network takes an input image
of size 28× 224 (since there are 8 input symbols in total) and produces 8 different one-hot
vectors (with 12 elements each for 0-9, -, and =) as output. We conduct a 2x2 experimental
design: we train the network on either mathematically correct equations or on random
data; and then we test the network on either mathematically correct or on random data.

Methods: We trained the network (SGD with lr=3e-4) on either mathematically correct
examples T tr or random examples T̃ tr. (See lines #2 and #3 in Table 5.1; note that c′1 and c′2
refer to the two digits of a c from a random example in T , as described in the beginning of
Section 5.3.) We then tested each of the two networks on either T te or T̃ te and compared
accuracy within the 2x2 experimental design matrix. We trained the networks using 5
random seeds and averaged the accuracy results to reduce variance.

Results: Accuracy numbers are shown in Table 5.2. We use t-tests (paired or unpaired,
depending on the comparison) to check for statistical significance. We evaluate each of our
four hypotheses below:
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Table 5.2: Mean digit recognition accuracy (std.dev.) in subtraction problem images (a− b = c)

Test Correct Test Random
Train Correct 96.65% (0.185%) 93.44% (0.177%)

Train Random 95.46% (0.192%) 95.46% (0.208%)

1. Train Random, Test Random is not stat. sig. different (p = 0.9062) from Train Random,
Test Correct; this supports hypothesis (1).

2. Train Random, Test Random is stat. sig. higher (p = 5.467 × 10−7) than Train Correct,
Test Random; this supports hypothesis (2).

3. Train Correct, Test Correct is stat. sig. higher (p = 8.017× 10−8) than Train Correct, Test
Random; this supports hypothesis (3).

4. Train Correct, Test Correct is stat. sig. higher (p = 1.954× 10−5) than Train Random, Test
Correct; this supports hypothesis (4).

In sum, these results indicate that, despite imperfect learning of the subtraction oper-
ation (90.90% accuracy from Stage 1), the dataset bias of the training set in terms of the
mathematical correctness of the object configurations can still impact testing accuracy of
individual symbol recognition.

5.3.3 Stage 3: Noisy c

In a follow-up experiment to understand better the results in Stage 2, we investigated what
happens to the networks’ predictions when the image of c is replaced entirely by noise. In
particular, we conducted an experiment using the images rendered from T only (i.e., math-
ematically correct expressions), except that – during testing – the subimage corresponding
to the two symbols in c = c1c2 was replaced by pure noise. (See line #4 in Table 5.1.) We
compared two models: Train Correct, Test Noisy c and Train Random, Test Noisy c.

Methods: Same as Stage 2, except that we computed test accuracy on just the two
symbols in c = c1c2.

Results: For Train Correct, the mean accuracy (std. dev.) was 3.06% (0.265%), whereas
for Train Random, the accuracy was 1.85% (0.563%); the difference is stat. sig. (p = 2.04 ×
10−4). These results further support the hypothesis that the model Train Correct can harness
two prediction pathways. It also underlines how the dataset bias can be beneficial: if it is
known a priori that the images at test time will always be mathematically correct, then the
network can be made more robust (in terms of individual symbol recognition accuracy) to
noise if it is trained on only correct data.
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Table 5.3: Digit Detection Accuracy (mAP) in subtraction problem images (a− b = c)

Test Correct Test Random
Train Correct 98.94% (0%) 98.30% (0.120%)

Train Random 98.26% (0.05%) 98.26% (0.05%)

5.3.4 Stage 4: Detecting Digits in Larger Images

In our last experiment on perception of images of two-digit subtraction problems, we ex-
tended the task to object detection: Specifically, we train neural networks both to locate and
to classify every symbol (0-9, - =) in the rendered image. (See lines #5 and #6 in Table 5.1.)

Methods: We used YOLO (v1) [88] as the object detection architecture. In contrast to
the original network design, the YOLO in our experiments predicted exactly 1 symbol per
grid cell. We generated images containing a random equation from T or T̃ placed onto a
random location in a black 280×280-pixel background. When generating the images, each
symbol was always placed in the middle of a YOLO grid cell.

We trained the networks using SGD (lr=1e-4), batch size of 100, for a maximum of 5
epochs using early stopping. Mean average precision (mAP) was used as the accuracy
metric. We trained 2 instances of each network (Train Correct, and Train Random) to enable
statistical significance testing.

Results: Mean average precision values are shown in Table 5.3. Similar to Stage 2,
we find support for hypotheses (1), (3), and (4) because the differences between the corre-
sponding pairs of cells in the table were statistically significant. However, in contrast to
Stage 2, there was no statistically significant difference between Train Random, Test Random
and Train Correct, Test Random.

5.4 Experiment II: Learning to Perceive Algebra Problems

In the next experiment we went beyond simple subtraction and explored whether math-
ematical correctness bias could affect individual symbol recognition accuracy in algebra
problems of one variable.

Dataset: The algebra problems were all of the form pa+ q = r, where a is the variable
to be solved, each constant p, q, is an integer between −9 and +9 (inclusive), with the ad-
ditional constraint that the solution a = (r− q)/p was required to be an integer between -5
and +5 (inclusive). From each tuple (p, q, r) representing an algebra problem, we generated
images containing two lines of content: The first line represented the equation, whereby
the symbols in the rendered equation were randomly commuted according to standard
rules of algebra (e.g., the problem pa + q = r was sometimes rendered as q + pa = r,
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Figure 5.2: Examples of mathematically correct (left) and incorrect (right) algebra problems (Exper-
iment II), where “correctness” is defined in terms of consistency between the putative solution in
the second line to the problem statement in the first line.

Table 5.4: Detection accuracy (mAP) in the algebra problem images.

Test Correct Test Random
Train Correct 98.56%(0.007%) 98.56%(0.014%)

Train Random 98.58%(0.113%) 98.58%(0.113%)

r = pa+ q, or r = q+pa); all re-orderings of the same equation were attributed to the same
algebra problem (p, q, r) and were always placed into the same data fold (train, validation,
test) to avoid data leakage. The second line represented a putative solution to the algebra
problem in the form a = c. In mathematically correct algebra problems, the value of c

equals the true answer (r − q)/p. In random problems, c was picked uniformly at random
from−5 to +5 (this resulted in 13.03%, 12.06% and 14.06% of the solutions being correct in
the training, validation and testing subsets, respectively).

Methods: Analogously to Stage 2 of Experiment I, we trained a YOLOv1 to detect and
recognize every digit of algebra problems that were placed onto larger images; see 5.2. We
used a 2x2 experimental design, as before: { Train Correct, Train Random } × { Test Correct,
Test Random }. For each of the 4 conditions, we trained 2 models for statistical significance
testing.

Results: Results are shown in Table 5.4. In short, there was virtually no difference
between conditions. It seems that the YOLOv1 detector was not able to learn the alge-
braic relationship between p, q, r and the solution for a to high enough accuracy so as to
influence the detection accuracies.
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Table 5.5: Particle detection accuracy (mAP) in the Colliding Particles experiment.

Test Correct Test Random
Train Correct 99.01% 80.74%

Train Random 98.88% 98.89%

5.5 Experiment III: Learning to Perceive Moving Particles

In our final experiment, we switch to a new task to explore whether the trends we found
when perceiving subtraction problems also occur in a different setting: physics simulations
of moving and colliding particles.

Dataset: We simulated the positions of two particles (one yellow, one red) at three
equally spaced timesteps (t = 0, 1, 2sec). In the mathematically correct dataset (which
we call P), the particles (radius of 4.5 pixels, with starting position chosen uniformly at
random between 4 and 45 pixels along each axis) both initially move at a constant speed
(chosen uniformally at random from 4 to 12 pixels/sec) toward each other; if and when
they collide within the 2 second interval, their collision conserves both momentum and
kinetic energy. Each image in P is the concatenation of the renderings (each 50× 50 pixels
with 3 color channels) of the particles (plus some random background noise) at the three
timesteps. Figure 5.3 (top) shows an example of an image in P . In contrast, the random
dataset P̃ contains a mixture of images, half of which are correct (drawn from P) and
half of which are incorrect (whereby the coordinates of the balls at the three timesteps are
generated randomly).

Methods: We trained a YOLOv1 to detect each the 6 particles in each input image,
similar to Section 5.3.4. Since training was slow, we trained just one neural network for
each experimental condition.

Results: Table 5.5 shows the mean Average Precision (mAP) of the networks Train
Correct and Train Random evaluated on either Test Correct or Test Random. Figure 5.4 shows
examples of object detections. The results are consistent with all four of our hypotheses
from Section 5.3. Figure 5.4 shows examples of the detections for the different conditions.

5.6 Conclusions

We have conducted object recognition and object detection experiments, on images of
arithmetic (subtractive) expressions, algebra problems, and colliding particle simulations,
to explore whether dataset bias regarding the mathematical correctness/incorrectness of
the object configurations can impact the accuracy of the objects’ perception. For the sub-
traction problems and particle simulations, we found that the neural networks were, with
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Figure 5.3: Examples images in in the moving particles experiment. Top: mathematically correct
example, along with superimposed arrows (for the reader, not rendered in the actual dataset) show-
ing the initial velocities of the particles. Bottom: random (and mathematically incorrect) example.

enough training data, capable of implicitly learning the semantic relationship and gener-
alizing to new scenes containing instances of the relationship that never were seen during
training; moreover, the implicitly learned semantic rules yielded small but reliable accu-
racy differences when tested on a dataset with a different semantic bias. On the algebra
problem task, no such effect was observed, possibly because the semantic relationship was
too challenging for the network to infer implicitly and directly from pixels; it is however
conceivable that more powerful recognition architectures might still be able to learn the
relationships.

Importantly, our results go beyond mere correlational label bias and instead address
the semantic question of whether high-level relationships can be generalized and influ-
ence the network’s perceptual accuracy. To our knowledge, these results are the first to
demonstrate how mathematical relationships between objects can be learned and influ-
ence perception accuracy.

On one hand, our results suggest that, if it is known ahead of time that all data at
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Test Correct Test Random

Train Correct

Train Random

Figure 5.4: Examples of object detections in the moving particles experiment.

test time will adhere to certain mathematical constraints, then it is worth optimizing the
network on exactly the same constraints at training time, as this may yield an accuracy ad-
vantage. On the other hand, if the mathematical correctness of the objects’ configurations
can vary from both correct to incorrect, then it may be useful to train the network accord-
ingly. Particular for educational applications on automatic math problem grading, which
served as a concrete motivation for this paper, it may be important to assure the students,
teachers, and parents, that the recognition accuracy of the individual symbols in students’
submissions is the same for everyone, regardless of whether their overall math solution
was right or wrong.

Acknowledgements: This research was supported by the NSF National AI Institute for
Student-AI Teaming (iSAT) under grant DRL 2019805. The opinions expressed are those
of the authors and do not represent views of the NSF. This research was also supported by
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Chapter 6

Representation of Math Videos using
Detected Math Information

A good searching and recommendation system for educational videos is important to
students when they are learning online. For the long term goal to provide personal-
ized searching and content recommendation, we explored whether computer vision based
methods could be used to improve the searching results according to an input math query.

6.1 Introduction

Online learning has steadily gain popularity over past years and become a new normal due
to the Covid-19 pandemic [124]. Tutorial videos are ones in which a tutor is explaining
something to one or several students. Learning from online tutorial videos is different
from in-person tutorial sessions: The students cannot interrupt the tutor and ask questions
during the lecture and also cannot ask questions when the lecture ends. Sometimes they
need more detailed explanation to understand the learning materials better. Even though
numerous tutorial resources can be found online, it is not easy to for students to find the
right one. Since anyone can upload material to the internet, the quality of these resources
is not always great. The visibility of the video could be poor and the tutors could also
provide wrong answers. Students need to spend a lot of time to find the most useful
videos. In addition, some videos contain multiple problems. The tutors may not put all
the math problems in the title or video description. Using just the video title or description
to match the search keywords might miss a lot of relevant content.

Inputting a detailed query, i.e., math expression, to a search engine is similar to ask-
ing a personalized question to a tutor in some sense. If the returned videos can explain
the question well, the self online learning can be similar to a 1-on-1 in-person tutoring.
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Improving the returned video quality can decrease the students’ searching time and thus
allow them to spend more time on the parts that are not understood.

Image and audio of the video usually contain more detailed information of the content
than title and description, especially in tutorial videos. The instructors always write down
the problems related words and always explain how to solve the problems. Using image-
extracted content information to match the search keywords might get more related tuto-
rial video results. Thus, in this work, our goal is to explore if content-based information
could be used to do video ranking on math tutorial videos. Specifically, we investigated
how to use extracted math characters from images to represent a math video and use the
representations to determine the similarities between an input query and a video. That
is, based on a set of videos V = {v1, v2, · · · , vk}, we investigated how to build a repre-
sentation F = {f1, f2, · · · , fk} such that given an input math expression qin, we could get
a list of videos Vr = [vr1 , vr2 , · · · , vrk ] sorted by the distance between the representation
of qin and the representation of vri ( Dist(f(qin), fri ) in ascending order. fri = f(p(vri)),
f is the representation map function, p is the pre-processing progress of the video, and
vri ∈ V, i = 1, 2, · · · , k. Our main contribution in this project is that our proposed repre-
sentation can beat the baseline and improve the quality of the videos searching results.

This chapter is structured as follows. First, we will discuss the previous work about
content-based lecture search in Section 6.2. Second, we describe how we collected the
dataset, the distance metrics and ranking accuracy metric that we used. Next, the different
types of representations will be presented in Sections 6.4 to 6.6. Finally, the experiments
we did and the results will be discussed in Sections 6.7 and 6.8.

6.2 Related Work

Due to the dramatic growth in the amount of the e-learning materials, many researchers
have done a lot of work [21] on content-based lecture search. Since videos contain a lot
of information in different channels (visual and audio), different researchers use them in
different ways.

Visual: [115, 108, 1] only used text information that was extracted by Optical Character
Recognition (OCR) models. [115] analyzed university classroom lecture videos that had
slides. They used the detected text in slides to do topical event detection and synchronize
the video with external documents (slides). In [108], the authors used OCR tools to detect
keywords in a video segment and saved them to a database for achieving the “searching”
function in their ICS (Indexing, Captioning, Searching) video framework on classroom
videos. [1] applied a face detector to separate the slides frame and the speaker frame.
They built a search engine on lecture videos with slides by using OCR tools to extract the
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Figure 6.1: Example of searching a math problem in YouTube. In the returned top 5 videos, only 1
is a math tutorial video and it is not the one that the query asks.

text for indexing.

Audio: Audio channel information is used in [91, 68]. [91] used speech transcripts to
build a chain index for browsing inside a video in a computer science course lecture video
dataset. [68] extracted a text representation from speech transcripts and then clustered and
ranked videos based on this representation in math tutorial videos dataset collected from
YouTube.

Visual and Audio: Some other works [52, 10, 128, 127] combine the information from
both visual channel and audio channel on lecture videos with slides. [52] did several ex-
periments to show that the recall of the search result was tremendously improved when
combined with the slides-based information and the audio-based information on lecture
videos with slides while the precision was decreased. In [10], they summarized the lec-
ture content by the content descriptive metadata by automatic key phrase extraction and
topic-based segmentation using the detected slides text and the audio features. [128] built
a navigation system by using the speech transcripts and the detected text from videos to do
semantic video segmentation, and generating the table of content by analyzing the struc-
ture of the slide shots. In [127], the authors used both slide text and speech transcripts to
extract video-level and segment-level keywords to achieve the lecture video indexing and
browsing.



PhD Dissertation – Han Jiang 63

Our Work: In our work, we mainly explored if the representation extracted from the
visual channel can be used in ranking math tutorial videos. This representation also could
be used in searching content in a video if we stored the key frame representations into a
database. The biggest difference between our work and others work is that their input
query must exactly match the detected key works, whereas we do not require this.

6.3 Overview

Our goal is explore whether the extracted representation from images could be used to
rank the tutorial videos. To be more specific, our research question is: how accurately can
we rank videos using computer vision-based methods to match the input query about the
solved math problem?

To achieve our goal, first we need to have a (1) dataset that contains math tutorial
videos to work on. Second, there are a lot of information can be extracted from the image,
and we need to explore what types of image (2) representations can be used and how to
build the representations. Third, we need to decide which (3) distance metric should be
used when we compare between different representations. After we have these, we need
to design some (4) experiments to get the answer of our research question. The following
sections will talk about these important parts in order.

6.4 Dataset: Algebra

We collected 242 math tutorial videos which have transcripts from YouTube using the key-
word ”algebra” by YouTube Data API. For the reason that everyone can upload their own
tutorial videos to YouTube, the videos in Algebra dataset by different authors have dif-
ferent teaching styles. Some authors use slides, while others prefer writing the problem
solving process on whiteboard or paper. Some videos only contain the tutorial space (e.g.,
whiteboard, slides or paper), while others also contain tutor and a noise background.

Most of the videos presented multiple math problems. We submitted the collected
videos to Amazon Mechanical Turk and asked the workers to watch and label all the solved
problems in the unified format: mm:ss;problem. One video could have multiple labels.
mm:ss is that time in the video that author started to talk about the problem. For example,
the left image of Figure 6.2 is one frame in a video which is labelled as 00 : 58; y = 2x+ 3.
It means at the problem y = 2x+ 3 was started at 0 minutes 58 seconds in this video. The
right is labelled as 07 : 31; 2(y − 8) = 24. There are multiple problems in the slides, but
at the time 7 minutes 31 seconds, only one problem, 2(y − 8) = 24, is being solved and
explained. Figure 6.4 shows an example of the Amazon Rekognition detection results.
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Figure 6.2: Examples of Algebra dataset. Left: labelled as y = 2x+3; Right: labelled as 2(y−8) = 24

We cropped the original videos according to the start time of the labels into short videos
such that in each short video, it only contains one problem.

6.4.1 Data Cleaning

We did data cleaning on the dataset:
Label: First, we removed English words in the content of the problem label and only

kept the math expressions. For example, we changed 0:00;Find the greatest common factor
of these monomials: 10cdˆ2,25cˆ3dˆ2 to 0:00;10cdˆ2,25cˆ3dˆ2. Second, we manually corrected
some errors if the math expression was wrong.

Video: Third, we removed the videos in which there were no math expressions in the
label. For example, 6:41;P(0,0,1).

After data cleaning, we obtained 1027 short videos in total. Each short video only has
one problem label. For example, the new label for the left image in Figure 6.2 is y = 2x+3

and the right one is 2(y − 8) = 24.
The shortest time interval between two labels in the same video was 7 seconds. Thus,

when we cropped the videos based on the start time in the labels, we assumed each prob-
lem was talked at least 5 seconds. We extracted 5 frames (1fps) for each short video.

Data details after cleaning: for each problem in the Algebra dataset, it has transcripts,
images (5 frames) and the label that only contains math expression.

6.4.2 Training Dataset and Test Dataset

In the 1027 short videos, 1010 problems are unique and 15 are repeated. Two problems are
repeated three times and thirteen problems are repeated twice. We split them randomly
into training (687) and test (340) datasets, and they do not have any overlapped problems.

We compared several parameter-free representations of the video and picked the best
one on the training dataset. Even though there were no parameters that need to be trained,
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we still used the training dataset results as a reference. Splitting the dataset can prevent
data leakage.

6.5 Content-based Representation

Many tutors will write down important steps when they are explaining problems. These
steps may include the statement problems, the key rules, and the solutions. For solving
the same problem, different tutors will also write down similar content. This shared con-
tent can be a good representation for that problem. For different problems, the similarity
between their representations should be less than it between the same problem.

We explored several different types of representation. They are Transcripts Representa-
tion, Feature Map Representation, Character-Vector Representation and Character-String
Representation. Since we already have the transcripts in the dataset, and do not need extra
steps to get it, we use the Transcripts Representation as our baseline.

6.5.1 Transcripts Representation

The transcripts in the dataset is provided by Automatic Speech Recognition (ASR) model.
It is not the ground truth transcripts for the video. It could have some errors.

The transcripts we get from YouTube is for the original long video. We don’t have a
timeline for the transcripts that can be used to extract the exact accurate transcripts for each
short video. We thus used a segment of the entire transcripts as the guessed transcript for
that problem. The segment is picked by the position of the problem in the original video.
The unit is a word not a single character. Please see Fig. 6.3 as an example.

Pre-processing: We did pre-processing on the guessed transcripts. First, we only
kept the math characters that we were interested in: (1) numbers (0, 1, · · · , 9), (2) letters
(a, b, · · · , z) and (3) special characters: {+, −, =, (, ), >, <,?, /, ∗}. Next, some English
words that can represent numbers and our interested special characters were changed
into characters and kept. For example: from ”three”, ”thirty-five”, ”subtract”, ”times” to
3, 35,−, ∗. Third, some strings that were not related to math expression but appeared mul-
tiple times in the training dataset were also removed. For example, ”nt”, ”etc”,”yay”,”hmm”,
”I”.

Representation: We used a string as the Transcripts Representation of the problem in
the video. After the pre-processing, we concatenated all the remaining characters in the
guessed transcripts together by the original order.
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                  welcome to math with mr. J in this video I'm going to cover how to ……. so we have some parentheses in this 
one and we need to get Y by itself or isolate the variable Y so we have two times parenthesis Y minus eight and parenthesis 
equals 24 so we need to do the opposite remember we need to undo that side the left-hand side of the equation and we're going 
to actually divide both sides by two to undo that two that is outside of the parenthesis so two divided by two is one that gives us 
one outside of the parenthesis there which is just going to leave us with y minus eight because anything times one is just that 
number or expression itself so we just have Y minus eight and then 24 divided by two is 12 so now we have Y minus 8 equals 12 
so we need to get rid of that minus eight undo that part of the left hand side of the equation in order to isolate the Y so we need 
to add 8 to both sides in order to isolate the Y so a minus 8 and a plus 8 gives us a 0 those cancel out so we're left with Y and 12 
plus 8 gives us 20 so y equals 20 let's plug it back into the equation to see if this gives us the answer 24 that we're looking for 
20 minus 8 is 12 bring down the 2 outside of the parentheses which means multiplication and 2 times 12 does give us that 24 
that we wanted so there you have it there's how you solve two-step equations hopefully that helped thanks so much for watching 
until next time peace

Video
start: 
00:00

Problem
start: 
07:32

2(y-8)=24

Video
end: 
09:12

The yellow 
highlights: 
Guessed 
transcripts

Figure 6.3: Example of guessed transcripts

6.5.2 Feature Map Representation

Deep neural networks that are trained on ImageNet perform very well on many computer
vision tasks such as image recognition [49], and object detection [89]. The layers in pre-
trained ImageNet models already learned some useful features to represent objects in the
images. This is the reason why people keep the initial layers of the pre-trained models,
replace the last several layers and fine tune the new layers on their own tasks. In our case,
the math content in the image might be already held in the feature maps. Therefore, it is
an obvious approach to compare the feature maps of pre-trained model between problems
in our dataset. We used cosine similarity to compare the feature maps.

6.5.3 Character-Vector Representation

Math problem detection is a special kind of text detection task. We can use a text detector
to extract the math characters and use the detected information to represent the math prob-
lem in the image. Our work are based on analyzing the detection results of the Amazon
Rekognition API. For each input image, the text detector of Amazon Rekognition API can
provide the detected characters, locations (coordinates) and detection confidence scores.
The detected characters could be either a single character or a string. If a string is detected,
we will only have the coordinates for the whole string, not for each single character in this
string. Figure 6.4 shows an example of Amazon Rekognition API detection results. We use
cosine similarity to compare the vector representations.

Pre-processing: The text detector of Amazon Rekognition API will return all characters
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Figure 6.4: Example of Amazon Rekognition API detection results

that can be detected in the image. Please see Fig. 6.4. The detection results have a lot of
noise that we don’t need for representing the math. We need to do pre-processing on it
to retain only the math information. Similar to the pre-processing of guessed transcripts,
first we only keep our interested math characters: (1) numbers, (2) letters, and (3) special
characters: {+, −, =, (, ), >, <,?, /, ∗}. The total number of characters is 45. Second, We
remove the detected sub-strings if they are in English dictionary with or without processed
by the Porter Stemming Algorithm.

Representation: Three different vector representations are considered to represent the
solved problems. (1) 1D Bag of Words (1D BOW): It is a (1,45) vector that contains the
number of occurrences for each interested character in that image. (2) 2D Bag of Words
(2D BOW): It is a (46, 45) matrix. The order of characters is important in math expression.
For example, 3x + 2 is different from 2x + 3 even though they have the same 1D BOW
representation. This 2D BOW representation considers the order of two characters into
it. The top (45, 45) matrix contains the number of occurrences that each pair of characters
appears immediately adjacent in the image. It is not a symmetric matrix. For example, if
”41” is detected once in the image, the element at [4,1] of top square (45,45) matrix will
be 1; if ”14” is detected once, the element at [1,4] will be 1. The bottom (1,45) vector is
the 1D BOW of the same frame. (3) 2D Confidence Map (2D CM): This representation
is similar to 2D BOW; it is also a (46, 45) matrix. Instead of the number of occurrences,
the top (45,45) square matrix of 2D CM contains the how confident that two characters
are detected together by the model in the image. The bottom (1, 45) vector is that how
confident a single character is detected in the image. Sometimes the background of the
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Figure 6.5: Top Left: 1D BOW. Top Middle: 2D BOW. Top Right: 2D CM. Bottom Left: The original
image. Bottom Right: The detection results of Amazon Rekognition API. The three representations
share the same color code.

video image is complex. The text detector could make some mistakes on the unclear pixels
with a lower confidence score. This 2D CM might help in this situation. Figure 6.5 is an
example of the 3 vector representations.

6.5.4 Character-String Representation

In this type of representation, we still use the detection results of Amazon Rekognition API
and apply the same pre-processing progress on the detection results as in the Character-
Vector Representation.

Representation: Here we use a string to represent the problem in the video. After
the pre-processing, the remaining detected characters are concatenated together to be one
string either by location or by the confidence score in the descending order. For example,
if concatenated by location, the string representation for the same problem in Fig. 6.5 is
20)(4 + 3.2) = 5 + 20)(4 + 3.2) = 5+; if by confidence score, it is 20)(4 + 3.2) = 5 + 20)(4 +

3.2) = 5+.
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6.6 Distance Metric and Accuracy Metric

For the feature map representation and character-vector representation, we used cosine
similarity as the distance metric. For transcripts representation and character-string repre-
sentation, we used edit distance and n-gram IOU as the distance metric to compare how
similar of two problems.

6.6.1 String Distance Metric

Edit Distance: Edit distance is a method to measure the dissimilarity between two strings
(a, b). It counts the number of operations required from one to another. There are three
operations in edit distance: insertion, deletion and substitution.

Algorithm 1: Edit Distance

n← len(a);
m← len(b);
distance[i, 0]← i∀i ∈ 0, ..., n;
distance[0, j]← j∀j ∈ 0, ...,m;
for j ← 1 to m do

for i← 1 to n do
indicator ← a[i] ̸= b[j]?1 : 0;
distance[i, j]←Minimum ( distance[i− 1, j] + 1, distance[i, j − 1] + 1,
distance[i− 1, j − 1] + indicator );

end
end
Return distance[n,m]

N-gram IOU: String IOU algorithm is similar to the object detection IOU. It is the length
of intersection between two strings over the length of union of them.

However, to detect the math problem totally correct in handwritten is a very hard task.
Here, we use a n-gram IOU instead of the original one. In this n-gram IOU algorithm, we
calculate the IOU between each n length sub-string in the problem label (a) and the string
representation (b), n = 2, 3, ..., len(label). Since the shorter sub-string is easier to detect
than the longer one, before adding all the sub-string IOU together, each sub-string IOU
will be multiplied by a parameter α, α = n

len(label) .

6.6.2 Ranking Measurement

We use Discounted Cumulative Gain (DCG) [112] to measure the quality of the returned
video list. This measurement considers the order of the returned list. If there is no dupli-
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Algorithm 2: N-gram IOU

l← len(a);
m← len(b);
IOU score← 0;
for n← 2 to m do

for start idx← 0 to m− n do
sub string = b[start idx : start idx+ n];
α = n

l ;
sub iou = α ∗ IOU(sub string, a) ;
IOU score = IOU score+ sub iou

end
end

cate problem, the DCG of the best video list should be 1. If there are duplicate problems,
the highest DCG can be greater than 1.

DCGp =

p∑
i=1

xi
log2(i+ 1)

,

xi = 1, if the ith video is correct;

xi = 0, if the ith video is wrong.

For example, if the input query is ”x+2 = 5”, output list A is {”x−2 = 5”, ”x+2 = 5”,
”x+ 2 = 3”} and the output list B is {”x+ 2 = 5”, ”x− 2 = 5”, ”x+ 2 = 3”}. The DCG of
A is 0 + 1

log2(3)
+ 0

log2(4)
= 1

log2(3)
≈ 0.63. The DCG of B is 1 + 0

log2(3)
+ 0

log2(4)
= 1. Thus, the

output list B is better than the output list A.

6.7 Experiments

We applied the representations described above on the Algebra dataset. For each problem,
we calculated the similarities between the label and all video representations in the dataset,
returned a list of videos according to the similarity scores, and calculated the DCG score
to measure how good it is. We compared different representations using the average DCG
score over all the problems.

6.7.1 Sensitivity Analysis of String Representation

Besides the different type representations we talked about in the chapter 6.5, there are
some potential factors that could influence the ranking results of string representation.

(1) Time: every instructor has their own teaching style. In some of the videos, the
math expressions are there at the start of videos while in others, the tutors will write down
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the solutions as time goes on. Thus, to use which frame’s detection results to build the
representation could be important.

(2) Confidence Score: The detection confidence score shows how likely the an object is
in the image. A lower confidence score threshold means using more but less accurate math
characters and a higher confidence score threshold means using less but more accurate
math characters.

(3) Special Characters: Some of the relevant special characters represent the math re-
lationship between two characters. For example, the character ”*”, ”/”. However, the
detectors are usually very easy to make mistakes on them. Even though they contain some
math information that may help to distinguish different problems, it is still not very clear
that how much gain we can get by using them in the representation.

(4) Distance Metric: The returned list is ranked based on the similarity score. Different
distance metrics will focus on different aspects of the compared contents. It is worth the
effect to find a better one for the math representations.

(5) String Concatenation Order: The order of characters is very important in math
problems. Different orders will create different problems. The importance of the order of
the detected math objects depend on what are detected in them. For example, the order of
”a”, ”b”, ”3”, ”−”,”= 5” is important than ”a−3b”,”= 5” for the problem ”a−3b = 5”. The
output order of the Amazon Rekognition API detection results is followed the geometric
order: from the left to right, and top to down in the image. Concatenating the string by
location can represent the math problem very well if there is only one problem in the image
and no other unrelated text around the solving problem. However, in some videos, there
are multiple problems in the same image. This might bring some confusion. Concatenating
the text by the confidence score in descending order might reduce the influence by blurry
or background noise.

6.8 Results and Analysis

The results of ImageNet-based feature map representation will not be stated in the same
tables with others in the following analysis. It is much worse than the others. We used
several feature maps on different layers of Resnet-18 and Resnet-50 which are pre-trained
on ImageNet for object classification as the problem representation. The DCG score for
the best one is 0.009. The average DCG of 10 random guess video list is 0.153. Object
classification is a different task from math problem identification. The feature maps could
contain the information that this image has some characters, but it is not enough for de-
tecting what characters they are. Thus, for the rest of the work, we did not pursue deep
learning-based methods but rather engineered our own methods based on the object (text)
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Repr. Type Train DCG Test DCG
Transcripts 0.453 0.528

Vector 0.660 0.612
String 0.694 0.715

Table 6.1: Ranking results comparison between representation types

detection results to build the video representations.
The table 6.1 shows that our proposed string representation achieved the best ranking

score (0.715) on the Algebra test dataset. Both the character-vector and character-string rep-
resentation are better than the baseline. It could be the reason that the guessed transcripts
are not very accurate. Moreover, the way to concatenate the characters may not be very ap-
propriate for this representation. Compared between character-vector and character-string
representation, the string representation contains more order information. For example,
we can know if 3 or more characters appear together in the image.

6.8.1 Transcripts Representation

For the baseline, at first we applied pre-processing on the entire transcripts, the averaged
DCG on training dataset is 0.304 and the averaged DCG on test dataset is 0.404. How-
ever, this is apparently not the best transcript for a problem. If the original video contains
multiple problems, then these problems have the same transcripts. Using the guessed tran-
scripts instead, the average DCG score on the training dataset is increased to 0.453 and the
average DCG score on the test dataset is increased to 0.528.

This result shows that the transcripts has some information. An NLP model which is
trained on the transcripts of math tutorial videos might help to output a better transcript-
based representation.

6.8.2 Vector Representation

In this approach, the problem label is changed to a vector which is the same size as the
vector representation. The 1D BOW of the label shows the number of occurrences of the
characters in the label string; the 2D BOW contains the number of occurrences that a pair
of characters are connected in the label string; the 2D CM is the same size as the 2D BOW.

The best one on Algebra of the vector representation is 2D Bag of Words; its average
DCG on test dataset is 0.596 over the frame 1 and frame 5. Compared to 1D Bag of Words, it
considers which pairs of characters appear together in the image. Apparently, this will help
to distinguish different problems. 2D Bag of Words is one special case of 2D Confidence
Map if we consider that every pair of characters has confidence score 1. The reason that 2D
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Representation Name Train DCG Test DCG
1D BOW 0.540 0.486
2D BOW 0.650 0.595
2D CM 0.632 0.584

Table 6.2: Average DCGs of different Vector representations over Frame 1 and Frame 5.

Representation Type Frame #. Train DCG Test DCG

String No.1 0.613 0.620
No.5 0.639 0.657

Vector No.1 0.559 0.509
No.5 0.569 0.539

Table 6.3: Average DCG using detection math information from Frame 1 and Frame 5 of vector and
string representation

BOW is slightly better could be that the Amazon Rekognition detection results are good.
Even though the confidence score is lower, the detected character is correct.

6.8.3 String Representation

The best string representation achieved 0.715 DCG on the Algebra test dataset over all po-
tential impact factors. Here is an example of the top 10 videos in the returned list by the
representations with different DCGs. If the input math expression is 2stˆ2-sˆ2:

• 0.594 DCG: (s+t)ˆ3, 2stˆ2-sˆ2, s/5+3/(5+2s/z), b-4, Xˆ2+2X-15=0

• 0.715 DCG: 2stˆ2-sˆ2, (s+t)ˆ3, 1/Xˆ(-2), Xˆ-4/1, (R-S)

Time: Selection of the key frame is a very important step. It decides what can be
used to build the representation. From the table 6.3, both string representation and vector
representation have better performance by the detection results on frame 5 (the frame on
the 5th second). The results mean that there is more useful math information on the fifth
frame than the first one. It could be the reason that the solved math problem is not in the
image at the start of the video. And also it seems that most authors in our dataset would
provide math solution step by step other than show everything at the beginning.

Confidence Score: As mentioned in previous chapter, this score indicates how con-
fident the model is that the detected math characters are in the image. We applied the
representation with different confidence score thresholds on frame 1, 3 and 5 of the short
videos. The results in table 6.4 shows that the lower threshold is being used, the better the
ranking performance is. A lower threshold will keep more math characters. This means
that even the confidence score is low, the detection results are still relatively accurate.
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Conf. Score AVG Train DCG AVG Test DCG
0 0.677 0.692

10 0.676 0.692
20 0.659 0.672
30 0.645 0.666
40 0.628 0.651
50 0.607 0.629
60 0.566 0.598
70 0.505 0.560
80 0.437 0.503
90 0.343 0.428

Table 6.4: Average string representation ranking results on frame 1, 3 and 5 with using different
detection confidence score thresholds

With Special Characters Train DCG Test DCG
Yes 0.687 0.707
No 0.585 0.608

Table 6.5: String representation average DCG with or without special characters by 0 detection
confidence score on frame 5

Special Characters: Similar to the transcripts representation, the special characters can
improve the ranking results of string representation. Even though the detection results are
not perfect, it still helps.

Distance Metric: An appropriate distance metric is important when comparing the
similarity between two representations. In table 6.6, N-gram IOU outperforms the edit
distance with a big advantage (0.715 vs 0.220).

Edit distance is a popular metric to measure how dissimilar between two strings. It is
the minimum number of operations needed to change from one string to another among
insertion, deletion and replacement. In our representation, the string could be either very
long or very short. It depends on how many characters are detected. This will bring an
issue that the algorithm will keep the label-length characters in the representation and
replace them to be the same as the label. If two representations have similar length and the
label-related characters is not in the beginning of the representations, these two will have
similar large scores. We tried different penalty on deletion and replacement, the results are
still not good.

The proposed N-gram IOU will give credits to all sub strings (length is greater than 2)
in the representation if they are in the label. And the credits is depended on the length of
the sub-string. It is more appropriate for this task.

String Concatenation Order: The plot 6.6 shows that the ranking results ordered by
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Measurement Type Edit Dist. Params Train DCG Test DCG

Edit Distance
Delete=1, Replace=1 0.199 0.220

Delete=0.1, Replace=2 0.162 0.185
Delete=0.01, Replace=2 0.160 0.182

N-gram IOU - 0.694 0.715
Table 6.6: String representation ranking results with Edit distance using Frame 5. The insert penalty
score is 1 for all cases.

Figure 6.6: Concatenation Order impact

geometric information is better than those ordered by confidence score in each case on the
Algebra test dataset.

6.9 Discussion and Conclusion

In this project, we collected a dataset from YouTube in which the authors were explaining
single or multiple algebra problems. On the dataset, we explored whether the detected
math characters could be used to rank the videos according to an input query (math ex-
pression). From our experiments, the proposed string representation is better than the
vector and transcripts representation on our dataset. The more math information our rep-
resentations included, the better the accuracy is: (1) the representation on Frame 5 is better
than that on Frame 1; (2) the representation with special math characters is better than
that without special math characters; (3) the representation using all detected characters
is better than that using high detection confidence score characters. Also, the order of
concatenating detected strings matters: (4) the representation that ordered by location is
better than that ordered by detection confidence score. A suitable distance metric matters:
(5) N-gram IOU is better than edit distance in our study.
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For the students, the potential benefit is that they can thus find more accurate tutorial
videos by using our system. In our dataset, all the videos are math related. Even though
they are solving different problems, some common math characters can be used within
them. For the dataset which contains math videos and other videos, the results could be
even better, as the other videos might not contain any math characters in their key frames.

Future work: This project is an investigation on using the detected math characters
to rank videos according the input query. There are some aspects that we can improve.
(1) Build a math expression detector. The text detector of Amazon Recognition API is a
regular text detector. It is good but not designed for math. It will make mistakes on some
math expressions. (2) Design an algorithm to filter out the math unrelated characters in
the detected results. Even though we used a package to find the variations of the English
words and removed them, there were still some meaningful strings left. (3) For the base-
line, a NLP model that can translate the sentence to math expressions might be useful. In
our dataset, we also have the audio data. (4) We could apply the ASR model based on the
start time of the problems to get a better guessed transcript.



Chapter 7

Conclusion

7.1 Summary

This dissertation presents my Ph.D. work about educational data mining with a long term
goal to achieve personalized learning. The main work consists of two categories.

In the first category, I analyzed students’ face videos to explore what can impact stu-
dents’ performance and emotions by computer vision-based methods in different learning
settings. The most interesting and important finding in this category is that a new rela-
tionship between thermal comfort, learning and time is discovered. Thermal comfort may
not significantly influence students’ learning at the beginning, but later as time goes on, it
can show stronger negative impacts on learning. In another work, the results show that
the impact of short empathetic feedback messages of an ITS on students’ emotions is very
small and after considering the possible confounds, the impact may disappear entirely. I
also developed a deep learning model to predict what is a good time for the human teach-
ers to shift their eye gazes to the students during 1-on-1 tutoring session. It could be used
to determine when to provide the attention to the students for personalized learning.

In the second part, I did work to improve educational content search by computer
vision-based methods. The highlights in this category is that a new kind of dataset bias
about the mathematical correctness of object configurations in the image is defined in the
machine learning area. It has a small but consistent impact on the perception accuracy.
In addition, I proposed new computer vision-based representations of videos to compare
the similarities between math tutorial videos; this can enable more efficient search through
educational content.
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7.2 Directions for Future Work

In the educational data mining area, conducting experiments is a common method to in-
vestigate the factors that can influence students’ learning. Based on my experience, it is
better to provide more thorough instructions to the participants about how to finish the
experiment instead of telling them the detailed goal of the experiments. A detailed goal
might accidentally influence the participants’ actions. For example, it could happen that
some participants believe that they are extremely thermal comfortable in 25◦ while ex-
tremely uncomfortable in 30◦. It could be the reason that they know that we want to ex-
plore the relationship between the room temperature and the thermal comfort. They want
to help us distinguish the different thermal comfort feelings between the two different
room temperatures. However, this cannot help us to find the true relationships between
them.

My research has also suggested a perspective on future research on developing per-
sonalized learning systems: It may not always be better to follow students’ preferences.
Their preferences will inevitably be optimal for their feelings but might not be optimal for
their learning. For example, some students might not want any attention from the teachers
because they will feel nervous. However, these students could be the ones that need a lot
of attentions to keep engaged in the course.

Finally, in the educational data mining area, a better object detector which is designed
for math characters is in demand. Most of the text detectors (e.g., Amazon Rekognition)
are focused on detecting regular text detectors. They will miss a lot of important math
information from images. A math character detector could be very useful in homework
grading and educational video memorization, indexing and searching.
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