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Abstract

The problem of predicting the secondary structure of RNA has been long studied to help understand
the logic and use that for many applications like designing the primer to detect specific diseases. The
challenge of RNA secondary structure prediction is its search space complexity. This work will explore how
to use neural networks to approximate the pairing distribution or generate the sequence from the sequence in
encoder-decoder format. The former approach uses an end-to-end pre-trained Graph Convolutional Network
(GCN) and convolutional neural network (CNN). This work also uses the statistical, rule-based context-free
model called CONTRAfold to improve the GCN model by providing the attention-like pairing distribution
as an edge feature for the GCN. The models are trained with the bpRNA dataset and evaluated on the
bpRNA and bpRNA-new datasets. The GCN end-to-end model results show that graph neural networks
can learn with distribution distinct to the CONTRAfold. Moreover, its performance is comparable with the
State-Of-The-Art models.
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1 Introduction

1.1 Introduction

The study of RNA structures in nature reveals that these nucleic acids rarely exist as mere single
strands. In reality, RNA molecules spontaneously fold upon themselves, forming intricate and complex
secondary structures [L5]. This phenomenon is pivotal in understanding the functional dynamics of RNA
within biological systems. The secondary structure of RNA, characterized by its non-linear, higher-order
formations, plays a critical role in various biological processes and applications, including disease diagnosis

and therapeutic interventions.

The challenge of predicting RNA’s secondary structure has been a significant focus of research for
decades. Early works by [18&, [14] introduced foundational models and computational methods that have
since evolved through the contributions of numerous studies in the field. These investigations have not
only enhanced our understanding of RNA structure but have also facilitated the development of practical
applications. For instance, accurately predicting RNA structures assists in designing specific primers that

are crucial for detecting particular diseases, thereby advancing diagnostic techniques.

Advancements in computational biology and the introduction of sophisticated algorithms have
continually improved the accuracy and efficiency of RNA structure prediction. Techniques such as stochastic
context-free grammars [[10], graph theoretical models, and modern machine learning approaches like MXfold2
[11] have progressively refined our capability to predict RNA structures more reliably. These developments
underscore the ongoing relevance and importance of this area of research in both theoretical and applied

contexts, bridging fundamental biological insights with impactful medical innovations.

1.2 Problem Statement

The problem of RNA secondary structure prediction can be conceptualized in various ways, yet
the central objective remains consistent across different approaches: transforming an RNA sequence into
its corresponding secondary structure. Given an RNA sequence s € S, our goal is to define a mapping

M : S — S such that the resulting secondary structure M(s) € S is accurately produced.

In this project, we aim to develop a sequence-to-sequence transformation model, denoted as M,
which serves as an estimator for M. The primary objective of this model is to ensure that the discrepancy

between the predicted structure M(s) and the actual structure M(s) is minimized. This is quantitatively



expressed as ensuring that the error measure e(M(s), M(s)) is less than or equal to a small positive constant

¢ forall s € S C S. The set S represents a subset of S that the model is specifically trained and tested on.

1.3 Background

1.3.1 RNA Secondary Structure Representation

In biological systems, single-stranded RNA (ssRNA) often does not remain linear but rather folds
into complex configurations, forming secondary and higher-order structures. These configurations are crucial
for the RNA’s biological function and are fundamentally characterized by patterns of intramolecular base
pairing. The secondary structure M(s), in particular, can be represented as a set of ordered pairs (a, b) where
a and b are indices in the ssRNA sequence. Each pair denotes a hydrogen bond between the nucleotide at

position a and the nucleotide at position b, effectively stabilizing the structure.

Using this formulation, the graph theoretical framework for RNA secondary structure can be used.
Specifically, the simplest case of the RNA secondary structure is linear structure (i.e., no folding). This
then can be represented using an adjacency matrix. In this scenario, if self-pairing is not counted (i.e.,

(i,1) & M(s) for sequence s), then the adjacency matrix for sequence s would be

0 1 0 0]
1 0 1
Als)= o 1 0
0 1
0 0 1 0

where the entries for the super- and sub-diagonal are 1 and the rest are 0. For the more complex structure,

the representation (a,b) is used. Specifically, A, p(s) =1 if (a,b) € M(s) and 0 otherwise.

1.3.2 Machine Learning Model for RNA Secondary Structure Prediction

There are many machine learning algorithms that can be used for this problem. It can be viewed
as series of regression problem, series of classification problem, or generation problem. However, most of
them share the same principle on their loss functions. In this project, the energy minimization and the

probabilistic based model will be discussed.



1.3.2.1 Thermodynamic Energy Minimization Based Approach

At the core of the thermodynamic energy minimization approach to RNA secondary structure pre-
diction is the foundational principle that a theoretically stable structure is one that minimizes free energy.
This concept hinges on the premise that RNA folding is thermodynamically driven towards a conformational
state characterized by the lowest possible free energy within a given set of conditions [[15, 17]. The compu-
tational estimation of this energy, while theoretically straightforward, presents significant complexity due to

the multifaceted nature of RNA molecular interactions [L&, 11, 16].

To formalize this approach within a machine learning framework, we introduce a consistent estima-
tor, denoted as E( f(s)), for the free energy associated with a predicted secondary structure s produced by

a predictive algorithm fy(-). The algorithm’s objective function, parameterized by 6, can be viewed as:

0 =arg min E(f(s,z|0)) (1)
0cO,s€5

Here, x, represents external features associated with the sequence s, and S is the sample space of
sequences under consideration. Notably, the additive property of the energy function allows for the utilization

of the expected energy across the sampled sequence space S as a viable optimization criterion.

The energy estimator itself is typically constructed as a linear combination of energy contributions
from various structural motifs such as hairpins, loops, stacked pairs, and junctions. Each motif contributes
a quantifiable energy term to the overall free energy of the structure, guided by experimentally derived or

theoretically inferred thermodynamic parameters [[18].

Despite its strong theoretical argument, the implementation of thermodynamic energy minimization
in practical predictive models is challenging. The intrinsic complexity of accurately modeling the diverse
and dynamic nature of RNA interactions poses significant computational demands. Furthermore, there are
issues related to biological stability; the assumption that the lowest energy structure corresponds to the
biologically active form does not always hold true, given that cellular environments and molecular kinetics

can lead to the adoption of suboptimal structures in vivo [15].

1.3.2.2 Probabilistic Based Approach

Diverging from energy-centric paradigms, the probabilistic-based approach represents a distinctive
methodology for RNA secondary structure prediction. This paradigm leverages machine learning algorithms

to generate probable RNA structures, utilizing alternative loss functions that are not directly tied to struc-



tural energy considerations. A paradigmatic example of this approach is the CONTRAfold model [3], which

employs a stochastic context-free grammar (SCFG) akin to those found in natural language processing,.

SCFGs provide a framework for modeling the probabilistic generation of structures, where the
production rules are associated with probabilities that reflect the likelihood of certain structural motifs
occurring[[l0]. In the context of RNA, these grammatical rules are not arbitrary but are designed to en-
capsulate the underlying biological principles, including aspects of thermodynamic stability and biological

functionality.

The objective in a probabilistic-based approach is to optimize the parameters of the SCFG in such
a manner that the resultant grammar captures the essence of both thermodynamic energy minimization and
biological stability. The learning process involves adjusting the rule probabilities so that the grammar can

most accurately reflect the patterns observed in actual RNA structures.

In this work, we aim to refine and advance the probabilistic-based approach by drawing on the
strengths of the CONTRAfold model as a prior to the prediction model. Our efforts will be directed towards
enhancing the model’s ability to probabilistically reason about RNA structure formation, with a particular

emphasis on capturing the subtle interplay between thermodynamics and biological function.



2 Methodology

2.1 Data Descriptions

The bpRNA dataset [[I]] utilized in this study consists of two primary types of data: the nucleotide
sequences of RNA and their experimentally validated secondary structures. The secondary structures in-
cluded in the dataset have been obtained through laboratory experiments and reported in a variety of research
articles. This dataset is well-established in the domain of RNA secondary structure prediction and serves as

a benchmark for evaluating the performance of different predictive models.

2.2 Modeling

2.2.1 Sequence to Sequence Model

As noted in section , let’s say we treat the sequence of RNA as the text. We then transform
the text (RNA sequence) into another text (RNA secondary structure) like the translation task [J, 8] or
generative task [, ]. The general architecture for text-to-text tasks is to use two sections: an Encoder to
encode the text into another space and a decoder to transform the object in another space into the text
(or tokenized text) again. The tokenization process in this work is to perform one-hot encoding of each

nucleotide. In another word, we transform {A, T, C, G} tokenigation {0,1}4.

|
Input Sequence P—
Tokenization & BiLSTM
Embedding l
l BiLSTM
LSTM block
v

Encoder block

A,

BiLSTM + Dense

4

Pairing Probability Sequence

Decoder block

Figure 1: Sequence to Sequence Architecture

The general way of transforming tokenized text in another space is to use a Bi-directional Long



Short-Term Memory neural network (BiLSTM) which will transform the sequence in two ways: forward
transformation (from position ¢ — 1 to 7) and backward transformation (from position ¢ to i — 1). This way,
the consistency of embedding is preserved. Then, the sequence is transformed back to secondary structure
space in which the output is a stochastic quasi-adjacency matrix representing the non-self or non-linear

pairing probability of the graph.

2.2.2 Graph Convolutional Neural Network

The way that traditional neural network works is that we need to create a mapping N : R" —
O for output space O. To generate such a mapping where the information of the vertices and the edge
connection is preserved, we introduce the embedding from the graph neural network as the input vector
for the convolutional neural network (CNN) to learn to generate the random quasi-adjacency matrix that
represents the probability of the existence of the edge in the graph. To tackle the problem discussed earlier,
we can transform the edge embedding into the weight itself. In other words, we linearly transform the node
embedding with edge embedding. That is,
z=Axw+b (2)

for a node embedding (one-hot encoding of the sequence) x a stochastic quasi-adjacency matrix A generated
from pairing probability of CONTRAfold [B] model. This process can be viewed as the approximation of
the convolution operator in a graph [2, §]. Furthermore, we can expand this model with the skip connection
which would be in the form of

2, = Axwi 4+ xwy + b (3)

The activation function will then be applied and fed into another layer like a traditional neural
network task. The loss for this function would be the cross-entropy of having a process of predicting the

existence of pairing.

We then add another residual convolutional neural network for this work, using the input from
the last layer before the output of the graph convolutional neural network to predict the stochastic quasi-
adjacency matrix of the RNA sequence. The embedding is transformed by multiplying itself with its transpose

to make a matrix that the convolutional neural network can work with.



GCNfold : Graph Convolutional Network for RNA Secondary Structure Prediction
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Figure 2: Graph Convolutional Neural Network Architecture

2.2.3 Post-processing

As neural network output is not guaranteed to output the quasi-adjacency matrix. The masking

matrix M will be introduced. M = [M;;] will guarantee that

1. Only allows first three most pairing nucleotide. That is,

o 1 (xwmj) S {(l‘A,.’I,'U),(SCU,JJA),(.'17071'@),(SUG,SUC),(.’L'U,!EG),(LL’G,.’L’U)}
Vi, j € F,Mij =

0 else
for index set I' and one-hot encoding of ith nucleotide, x;.
2. The loops of the secondary structure must not be a sharp loop. That is,

Vi,je,M;; =0 < |i—j| <4

3. Each row and column must have at most one non-zero element.

Let’s say the output matrix of the neural network is Z, and the Hadamard product Z ® M will be calculated
to ensure the first two constraints that we introduced are followed. Then, the argmax and blossom algorithm

4] will be used to ensure the third constraint is followed.



3 Results and Discussion

3.1 Results

The Sequence model yields sequential output, which is not comparable with another model that
yield non-sequential output and then transform into the secondary structure. The result for sequence to
sequence model will be presented in Appendix @ Without sequence sequence model, we evaluate the model
in two subdatasets from the bpRNA dataset similar to [@] The sequence-wise dataset is the dataset that

remove highly similar (more than 90% similarity) sequences out while the family-wise still preserve it.

Sequence-wise Family-wise

PPV  SEN F1 PPV  SEN F1
GCNfold (ours) 0.654 0.671 0.648 0.612 0.670 0.623
CONTRAfold [E} 0.482 0.656 0.541 0.579 0.736 0.639
RNAfold [18] 0.446 0.631 0.508 0.552 0.720 0.617
MXfold2 [11] 0.520 0.682 0.575 0.585 0.710 0.632
SPOT-RNA [@] 0.652 0.578 0.597 0.599 0.619 0.596

Table 1: Comparisons of the State-Of-The-Art model and our model

Length < 100 | 100 < Length <200 | 200 < Length <300 | 300 < Length <400 | Length > 400 |
Model F1 SEN PPV | F1 SEN PPV | F1 SEN PPV | FI SEN PPV | F1 SEN PPV |
GCNfold 0.714 0.713 0.742 | 0.580 0.582 0.614 | 0.595 0.584 0.629 | 0.602 0.558 0.681 | 0.548 0.504 0.610
CONTRAfold [E] 0.581 0.654 0.548 | 0.482 0.568 0.436 | 0.458 0.539 0.410 | 0.445 0.483 0.429 | 0.448 0.479 0.426
RNAfold [i§] 0.544 0.627 0.507 | 0.464 0.561 0.413 | 0.397 0.483 0.347 | 0.410 0.457 0.386 | 0.425 0.467 0.394
Mxfold2 [IL1] 0.628 0.707 0.600 | 0.495 0.577 0.454 | 0.439 0.510 0.397 | 0.493 0.528 0.483 | 0.475 0.505 0.455

Table 2: Comparisons of the predictive power in length of our model and State-Of-The-Art model

Violin Plots of GCNfold vs CONTRAfold
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Figure 3: Violin plots comparing the distribution of the score of GCNfold vs CONTRAfold



3.2 Discussion

The result here shows that GCNfold is performing comparable with many State-Of-The-Art models.
The result from GCNfold and Sequence-to-Sequence model is preserving the structure. However, the location
of each feature is not accurately predicted. In Figure H and 57 we can see that GCNfold accurately predicts
most of the shape features of the ground truth. However, the location of each pairing is not accurate.
Moreover, the violin plot in Figure E shows that the distribution of score in our model and CONTRAfold
[B] are different. Thus, our model can learn to produce distinct results compared to CONTRAfold. In
other words, the dependencies of CONTRAfold prediction are less likely to influence the performance of our
model, albeit it does as the baseline that the model will perform at least in the neighborhood of CONTR Afold

performance.

We hypothesize that the problem with positional error happens because of the nature of the model,
where it can accurately predict the structure of the shorter sequences. The dependencies of the further
nucleotide should be treated as the same. However, LSTM does not compensate that. The idea of using
the discounting factor similarly in reinforcement learning rewarding problem [[13] can be used to possibly
tackle this problem. Moreover, the redesign in architecture, especially on graph embedding, should help the

performance of the model.

4 Conclusion

The Seq2Seq and the GCNfold is being explored. The performance measure suggests that the graph
convolutional model performs the best in both positive, sensitivity, and F1 scores and exceeds F1 for the
recent SOTA model in sequence-wise datasets. However, the results from the family are less superior to the
CONTRAfold. Moreover, the inference suggests GCNfold is distinct from CONTRAfold. The future work
that can be explored is to use the Seq2Seq model as the embedding for prior distribution in the stochastic
quasi-adjacency matrix to see the performance change and use the discount factor to compensate for the

dependencies of further nucleotides.



Appendices

A Inference Results

The inference result of predicting one structure:
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Seq2Seq
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Figure 4: bpRNA:RFAM_ 9336 Inference
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Figure 5: bpRNA:RFAM_ 6540 Inference
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