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Abstract

This project investigated whether Mixture-of-Experts (MoE) language models could be trained efficiently and
effectively using consumer hardware by combining the MoE architecture with low-cost training methods such
as Quantized Low-Rank Adaptation (QLoRA). We focused on an approach that involved training multiple
QLoRA adapters separately on different data subsets and merging them during inference using various
routing strategies. The goal was to empirically assess whether these QLoRA-MoE hybrid models could enable
high-quality language models to be developed accessibly without requiring massive compute resources, while
still approaching the performance of full fine-tuning. Our experiments demonstrate the exciting potential of
QLoRA-MoE, as it can significantly outperform standard QLoRA and achieve results remarkably close to full
fine-tuning while requiring substantially less memory and compute. The best QLoRA-MoE configuration
used centroid-based gating and a moderate number of experts, suggesting that relatively simple routing
strategies can be effective. However, there is still room for further exploration and optimization of the
gating mechanisms and expert architectures. While QLoRA-MoE did not consistently outperform full fine-
tuning, its ability to come close while using substantially fewer resources is highly promising. We believe this
work demonstrates the potential of combining quantization with mixture-of-experts routing for efficient and
effective adaptation of large language models, and we hope it will inspire further research in this direction.
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1 Introduction

Large language models have achieved impressive results on a wide range of natural language tasks, but

their training is extremely computationally expensive, often requiring massive clusters of GPUs or TPUs.

Mixture-of-Experts (MoE) architectures aim to decouple model size from inference speed by conditionally

activating different subsets of parameters for each input. This project explored whether combining MoE with

parameter-efficient methods like Low-Rank Adaptation (LoRA), specifically, Quantized LoRA (QLoRA),

could enable high-quality models to be trained more efficiently on low-cost consumer hardware.

Code and Data

The code for this project is available on GitHub at the following repository:

https://github.com/SkunkworksAI/hydra-moe.

Our datasets and models are available at the following HuggingFace Organization Repository:

https://huggingface.co/HydraLM.

1.1 Background

Mixture-of-Experts (MoE) is a technique for scaling up machine learning models by combining multiple

specialized submodels or ”experts”. In an MoE architecture, a gating function is used to route each input to

the most relevant experts, and the outputs of the experts are then combined to produce the final prediction.

This allows the model to leverage specialized knowledge for different types of inputs, while also being com-

putationally efficient by only activating a subset of the experts for each example. However, training MoE

language models can still be prohibitively expensive, as it requires a lot of GPU memory.

Another line of work has focused on developing parameter-efficient methods for fine-tuning large

language models, such as adapters [7], prompt tuning [9], and Low-Rank Adaptation (LoRA) [8]. These

methods aim to adapt pre-trained models to new tasks by learning a small number of additional parameters

while keeping the original model weights frozen. This can significantly reduce the computational cost of

fine-tuning, making it more feasible to train large models on limited hardware.

LoRA and QLoRA[1] have emerged as the main approaches for efficient fine-tuning. LoRA It works

by learning a low-rank decomposition of the weight matrices in the model, which allows for adapting the model

to new tasks with minimal additional parameters. LoRA has been shown to achieve performance comparable
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to full fine-tuning on a wide range of natural language tasks while being much more computationally efficient.

It’s important to note that while we refer to our overall approach as QLoRA-MoE, the ”Q” (quantization)

only applies to the base model, not the adapters themselves. The adapters are trained using the standard

LoRA technique, while the base model is quantized to 4 bits to further reduce memory usage. Therefore,

QLoRA refers to the combination of a 4-bit quantized base model with LoRA adapters, rather than quantized

adapters.

2 Related Work

There has been significant prior research on both Mixture-of-Experts models and parameter-efficient fine-

tuning methods. Some of the most relevant works that informed our approach include:

• GLaM: Efficient Scaling of Language Models with Mixture-of-Experts[2]

• DEMix Layers: Disentangling Domains for Modular Language Modeling[5]

• Branch-Train-Merge: Embarrassingly Parallel Training of Expert Language Models[10]

• Scaling Expert Language Models with Unsupervised Domain Discovery[6]

• Soft Merging of Experts with Adaptive Routing[11]

• Switch Transformers: Scaling to Trillion Parameter Models with Simple and Efficient Sparsity[3]

• AdapterFusion: Non-Destructive Task Composition for Transfer Learning[12]

Our work aims to combine insights from these papers by exploring QLoRA as a more parameter-

efficient way to implement MoE models.

2.1 Project Objectives

2.1.1 Evaluate QLoRA-based MoE approach

Our main objective is to assess the effectiveness of the proposed QLoRA-MoE approach for training large

language models on low-cost hardware. This involves empirically comparing the performance of models

trained using our method to standard QLoRA and LoRA baselines, as well as full fine-tuning when feasible.

We aim to understand the trade-offs between model quality, training efficiency, and inference latency, and

identify the most promising configurations for practical use.
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2.1.2 Assessing feasibility as low-cost training approach

A key goal of this work is to determine whether the QLoRA-MoE approach can enable training high-

quality language models on consumer GPUs, making it more accessible to a wider range of researchers and

practitioners. We carefully track the computational requirements of our experiments and aim to provide

insights and recommendations to guide future work on democratizing large language model development.

3 QLoRA-based Mixture-of-Experts

Our approach to training large language models on modest hardware involves combining the ideas of Mixture-

of-Experts (MoE) and Quantized Low-Rank Adaptation (QLoRA). However, we differ from the standard

MoE language model architecture in several key ways.

Instead of starting with an MoE model, we begin with a dense pre-trained model (in this case,

LLaMA-2) and aim to convert it into an MoE-like structure through external routing. Specifically, we

train with quantized base model multiple LoRA modules to serve as ”experts” that specialize in different

subsets of the data. LoRA is a parameter-efficient fine-tuning technique that learns a small number of

adaptation matrices for each model layer while keeping the original weights frozen. It can achieve comparable

performance to full fine-tuning at a fraction of the computational cost. What we are doing is QLoRA, the

only difference being that the base model is quantized during training.

During inference, we use a routing function to assign each incoming query to the relevant LoRA

adapter experts based on the semantic content of the prompt. The adapter weights from these experts are

then combined (e.g. via weighted averaging) to produce the final prediction. This differs from the typical

MoE approach of routing individual tokens and selectively activating experts at each layer. By applying

routing at the prompt level and using LoRA modules as experts, we can increase efficiency, as the inference

operation would only be with a single adapter since we’re merging them.

The key insight is that using LoRA adapters provides a way to train multiple specialized adapters

that can be dynamically combined at inference time, similar in spirit to an MoE model but without the need

for a custom sparse architecture. This allows us to increase the effective capacity of the model while keeping

training and inference costs manageable. Our hypothesis is that this QLoRA-based MoE approach can yield

a powerful and efficient model that can be trained on modest hardware by leveraging the combined benefits

of adaptive routing and parameter-efficient fine-tuning.
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3.1 Quantized Training of the LoRA Experts

The first step in our approach is to train a set of LoRA adapter modules that specialize in different subsets

of the training data. To obtain these subsets, we employ unsupervised clustering techniques to partition a

large, diverse corpus into more focused clusters. Specifically, we use k-means clustering based on sentence

embeddings obtained from a pre-trained language model (in our experiments, E5-Large). This allows us to

group semantically similar examples together without relying on predefined labels or categories.

The motivation for this clustering step is twofold. First, it allows each LoRA expert to specialize

in a particular domain or topic, which may lead to improved performance on queries related to that area.

Second, by breaking up the training data into smaller, more coherent subsets, we can more effectively leverage

the available examples without running into the model capacity bottleneck as quickly. This is especially

important when using parameter-efficient methods, such as QLoRA and LoRA, which have limited ability

to absorb large, diverse datasets.

Once the data is partitioned into k clusters, we train a separate LoRA adapter on each cluster. We

keep the base pre-trained model frozen and only update the LoRA adapter parameters. This process yields

a collection of k specialized adapters that can be combined at inference time using a routing strategy.

3.2 Prompt-based Routing

To utilize the specialized knowledge captured by the LoRA experts, we need a way to determine which

adapters are most relevant for a given input prompt. We experimented with several routing strategies:

1. Similarity-based routing: Compute the cosine similarity between the input prompt embed-

ding and the centroid embedding of each cluster (obtained during the k-means clustering step). Then, select

the top m most similar clusters and use their corresponding LoRA adapters for inference. The weights from

these adapters are merged using a weighted average, where the weights are proportional to the similarity

scores.

2. Learned routing: Train a supervised classifier (e.g. BERT) to predict the most relevant

cluster(s) for a given prompt. This is done by using the cluster assignments from the k-means step as labels

and fine-tuning the classifier on a held-out portion of the data. At inference time, the prompt is first passed

through the router to select the top m adapters, whose weights are once again weight-averaged to produce

the final prediction.

3. Hybrid routing: Combine the similarity-based and learned routing approaches by using a
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weighted combination of the two scores (cosine similarity and classifier probability) to rank the adapters.

The weights can be tuned as hyperparameters or learned end-to-end.

To make the routing process more concrete, let’s walk through an example. Suppose we have a QLoRA-

MoE model with k = 32 adapters and we receive the following query that is semantically a combination of

nutrition/food, calculation, and coding:

Write a Python program that takes in the macros (”protein”, ”calories”, ”fat”, and ”carbohy-

drates”) of food by 100g, the weight of the food, and returns the macros.

First, we embed the query using the same pre-trained model that was used for clustering (E5-Large in our

case). Then, we compute the cosine similarity between this embedding and the 32 cluster centroids. Suppose

the top 3 most similar clusters are:

• Cluster 21 (nutrition/cooking): 0.8 similarity

• Cluster 13 (programming): 0.6 similarity

• Cluster 6 (biology): 0.2 similarity

Next, we pass the query through our learned router model (e.g. E5 fine-tuned on the cluster labels). The

router assigns the following probabilities to the top 3 clusters:

• Cluster 21: 0.7

• Cluster 13: 0.25

• Cluster 6: 0.05

Taking a weighted average of the similarity scores and router probabilities (with equal weight), we arrive at

the following ranking:

• Cluster 21: 0.5 ∗ (0.8 + 0.7) = 0.75

• Cluster 13: 0.5 ∗ (0.6 + 0.25) = 0.425

• Cluster 6: 0.5 ∗ (0.2 + 0.05) = 0.125

Based on this, we merge the 3 LoRA adapters corresponding to clusters 21, 13, and 6 (assuming m = 3)

with weighted averaging to produce the final output.
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This example illustrates how our QLoRA-MoE approach can dynamically combine knowledge from

different experts based on the semantics of the input prompt. By leveraging the specialized adapters trained

on focused data subsets, we aim to improve the model’s performance on a wide range of tasks while keeping

the computational cost manageable.

However, there are some limitations and open questions with this approach. First, the router is

trained to predict the most semantically similar clusters, but this may not always correspond to the optimal

combination of adapters for generating a good response. There could be cases where less similar but more

informative experts are neglected. Second, the weighted average is a relatively simple way to combine adapter

weights, and may not capture more complex interactions between experts. More sophisticated ensembling

methods could be explored.

Despite these challenges, our initial experiments show promising results compared to standard

unquantized LoRA fine-tuning and even the full fine-tune. By allowing the model to adapt and specialize in

a more fine-grained way, we can potentially unlock better performance without sacrificing efficiency. In the

next section, we describe our experiments and findings in more detail.

3.3 Results

To evaluate the quantized multi-LoRA adapter approach, we measured performance on the LM

Evaluation Harness [4], a suite of diverse language understanding tasks. We compare our 2 trained QLoRA-

MoEs, one trained with 32 clusters and the other with 16, to baseline LoRA, QLoRA, and full-finetunes on

the same corpus without any clustering.

Figure 1: QLoRA-MoE vs Full Fine-Tuning, QLoRA, LoRA

Across most tasks, we found that using multiple LoRA adapters, even with our quantized base

model, outperformed the single LoRA baseline, and almost all configurations of our MoEs beat the single

quantized LoRA(QLoRA) baseline.
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Our approach also came surprisingly close to the performance of full fine-tuning.

In terms of the routing strategies, we found that cosine similarity was generally the most robust,

while the learned classifier had the potential to outperform it but was more sensitive to hyperparameters

and required more tuning.

4 Conclusion

In this project from 2023, we proposed QLoRA-MoE, a hybrid approach that combines 4-bit quan-

tized LoRA with mixture-of-experts routing, aiming to enable efficient and effective fine-tuning of large

language models on resource-constrained hardware. The best QLoRA-MoE configuration used centroid-

based gating and a moderate number of experts, suggesting that relatively simple routing strategies can be

effective. However, there is still room for further exploration and optimization of the gating mechanisms and

expert architectures.

Our experimental results show that QLoRA-MoE not only surpasses standard QLoRA in perfor-

mance but also seemingly approaches full fine-tuning while utilizing less memory and computational re-

sources. This may be very case-specific to the exact conditions we did our data collection in, but this can

indicate the possibility of the approach being feasible as a very effective low-cost option with low accuracy

loss.

There have been many developments since we worked on this project, and the results need to be

tested further, but overall we believe this work highlights the valuable potential of combining quantization

with mixture-of-experts for efficient and effective adaptation of large language models.
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