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i

Abstract

Si LIU

Multi-modal Deep Learning

In many problems in machine learning, the same underlying phenomena can be ob-
served using different types of data. We call such problems “multi-modal” since they
allow multiple different views of the same problem. However, many current deep
learning techniques are not designed for such multi-modal data, and here we study
how to utilize more than one dataset to improve the performance of deep learning
models. In particular, we demonstrate how deep neural networks performance can
be improved using our proposed multi-modal learning compared with single-modal
learning. Additionally, we explore effective and efficient ways to combine different
data modalities. This research demonstrates our techniques on many multi-modal
problems, including autoencoders trained with the MNIST dataset and deep neural
network classifiers trained with real-world chemistry data. We propose the no-harm
factor, a method to ensure that adding another modality doesn’t harm the perfor-
mance of models in the presence of a small amount of multi-modal data. The no-harm
factor is easy to apply and is practical, especially in chemical analysis tasks where
limited labeled data are available.
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Chapter 1

Executive Summary

Multi-modal deep learning is a field of building deep neural network models that
can process information from multiple sources. Each source relates to one modality
or mode. In our research, we use deep neural network models to process information
represented by two modalities (Figure 1.1). First, we synthesize two modalities using
MNIST data to better understand the algorithms of multi-modal learning. Second,
we use two real-world datasets to conduct chemical analysis using multi-modal
techniques.

Chemical analysis is important in many aspects of human lives, from environ-
mental impact to drug discovery. However, it is very challenging, because there is
a wide range of machine learning tasks but a small amount of data that are highly
heterogeneous and expensive to gather and label. We use these multi-modal experi-
ments to improve chemical machine learning tasks that are usually single-modal by
utilizing the multi-modal characteristic of chemical data. We also explore deep neural
networks’ designs and training methods that can effectively and efficiently combine
multiple modalities.

The main contribution of this paper is the no-harm factor, a method to make sure
that multi-modal learning should not be worse than single-modal learning with either
of the modalities. Multi-modal neural networks gain complexity when new layers
are needed for an additional modality. Preventing performance drop is especially
practical when there are insufficient data points because the complexity gained from
multi-modal architecture might aggravate the overfitting problem.

A typical multi-modal neural network architecture is to combine the embeddings
of the modalities later in the network. The no-harm factor λ is a learnable parameter
that controls the importance of one embedding c1 over another embedding c2. As
shown in Figure 1.2, the embeddings are the second last layers of Neural Network
1 and 2 (their last layers are predicting layers, which are not shown in this figure).
When λ equals 0 or 1, this whole model is the same as either of the neural networks.
The benefits of the no-harm factor are:

• It is easy to apply because we do not need to explicitly explore how and where
to combine the embeddings.

• It learns the importance of embeddings without introducing too many learnable
parameters, thus limiting the complexity gain.

• It simplifies the design of the multi-modal neural networks.
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FIGURE 1.1: Overview of this research. The goal of the multi-modal
deep learning is to create deep neural networks that can process in-
formation using two modalities of the information. In our research,
we had three major experiments, and each experiment had differ-
ent information represented by two modalities (mode 1 and mode
2). In Experiment 1, using the MNIST dataset, we synthesized two
modalities: partial images (mode 1) and smaller images (mode 2).
We used an encoder-decoder neural network to reconstruct original
information/modality using synthesized modality. In Experiment 2,
the dataset comprises chemical data represented by their molecular
images (mode 1) and Raman spectrum data (mode 2). Raman spectra
are considered the fingerprints of chemicals [21]. As far as we know,
chemical Raman spectroscopy, an important real-world measurement
technique, has never been used in multi-modal deep learning in chem-
ical analysis. The task in Experiment 2 was to predict the number
of double bonds, i.e., the number of two parallel lines in molecular
images. In the third experiment, the first mode consists of chemical
data represented by their molecular images (mode 1) with chemical
characteristics [17], and the second mode consists of 41 descriptors.
The chemical characteristics and descriptors were both selected by
domain experts. The prediction task in Experiment 3 was to predict if
a chemical was biodegradable in the natural environment.

FIGURE 1.2: Implementation of no-harm factor λ in multi-modal
architecture. λ controls the importance of one embedding c1 over
another embedding c2. When λ is a scalar, λ is shared by all neurons
in embedding c1. When λ is a vector, each neuron in embedding c1
has a specific λi value. c2 gets 1 − λ in the same way.
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Table 1.1 shows the results of multi-modal learning with the no-harm factor
compared to single-modal learning. Model 1 and Model 2 are the two single-learning
models trained with single modalities, and Model 2 is the baseline because it has
better performance than Model 1. Red values are the test and validation metrics
of the baseline single-modal model. Blue values are lower than red values, which
means these models outperform the baseline model when trained via specific training
methods and the no-harm factor. Green values are the best results in test or validation
time. This table shows that if the model is trained properly, multi-model learning
with the no-harm factor can improve the performance of single-modal learning. With
the no-harm scalar, the best test result is 8.2% better than that of the baseline when
both of the pretrained models were frozen. Even though the no-harm factor can’t
guarantee better performance all the time, with very few learnable parameter added
to the model, no-harm factor provides a good estimation of how much an additional
modality can improve model performance when its embedding is combined with
current embedding in linear way. Training methods in this table will be explained in
Section 3.

TABLE 1.1: Results of multi-modal learning with no-harm factor.
Green values are the test and validation metrics of the baseline model.
Blue values are lower than green values, which means these models
outperform the baseline single-modal model when trained via specific
training methods and the no-harm factor.
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Chapter 2

Introduction

2.1 Overview

This world is multi-modal. It combines what we see, smell, touch, hear, etc. Our
senses create different representations of the world. Multi-modal deep learning is
a field of building deep neural network models that can process information from
multiple sources. Each source relates to one modality or mode. We can have image,
audio, and text datasets to represent the same data entities. Each representation
is a modality or mode. On the contrary, single-modal data has one modality. In
this era of big data, data are usually multi-modal because it is the natural form for
information flow in the real world. They are usually collected from different resources.
For example, the exponential growth of multi-modal content on the Internet leads
to a massive volume of unstructured data such as text, audio, image, and video
contributed by Web users through social media, blogs, online communities [53]; the
advances in the medical device industry have allowed the physicians to collect a vast
amount of multi-modal data such as x-ray imaging, magnetic resonance imaging
(MRI), and recordings of the electrical activity of organs, etc. [22]. Big data technology
has increased the availability and accessibility of multi-modal data, and multi-modal
learning is vital in big data research to embrace the variety of information. Big
data contain abundant information that is beneficial but challenging to traditional
multi-modal machine learning tasks ranging from the Internet of Things, vehicular
networks to social networks [14]. Thus, multi-modal deep learning is a timely topic.

Multi-modal deep learning aims to learn deep neural networks that process and
relate information from multiple modalities [3]. Due to the superior performance in
multiple domains, there has been an explosion of interest in multi-modal deep learn-
ing tasks such as analyzing audio-visual scenes [45], matching images and sentences
[39], combining medical imaging and electronic health records [29], interpreting user
activity and context captured using multi-sensor data [48], and recognizing objects
using RGB and depth image data pair[13]. This research uses two modalities to train
multi-modal neural networks that can process information from image-image or
image-table modalities. Our main task is comparing single-modal and multi-modal
learning; thus, two modalities are enough for us to understand multi-modal algo-
rithms and explore how to train these algorithms efficiently and effectively. The
topics specific to a higher number of modalities are out of the scope of this research.

In multi-modal tasks, limited resources for data collection affect the quality and
availability of modalities. We usually spend fewer resources collecting lower-quality
data than higher-quality data. For example, it is cheaper to take blurry or partial im-
ages than high-resolution images, or to record audio with huge background noise on
the street than clear audios in professional studios. Different modes require different
resources to be collected. When resources are limited, it is important to determine
which modes are most valuable and should be concentrated on to achieve the best
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performance. For example, when designing multiple sensors for an autonomous vehi-
cle, multiple sensors are needed to fully perceive the surroundings. Researchers have
been looking for low-cost combinations in terms of computation, amount of resource
needed, or price. In this paper [35], researchers combined RGB image and LiDAR
laser sensor [11] data for a low-cost navigation system. In this research [8], lower
resolution and cheaper sensors were used to detect road conditions. It is practical
to explore cost-effective ways to combine multiple modalities, especially when only
lower quality data is available because of limited resources. One of our experiments
is to understand why and how two low-quality modalities combined can achieve
comparable or better performance than a higher-quality modality alone.

Another common problem, especially with machine learning in the chemical
field, is that only a limited amount of labeled data is available despite a tremendous
number of unlabeled data. This problem leads to challenges such as overfitting
and unstable model performance. Some researchers in the chemistry domain have
utilized more than one dataset to compensate for the lack of labeled data to some
extent. For example, researchers have combined molecular images and chemical
property data to improve the prediction of biodegradation using 1055 data samples
[18]. However, multi-modal learning is still not extensively studied in chemical
analysis like in other domains such as computer vision and speech recognition.
Chemical analysis is important in many aspects of human lives, from environmental
impact to drug discovery. However, it is very challenging, one of the main reasons
is that there are a wide range of machine learning tasks but a small amount of data
that is highly heterogeneous and expensive to gather and label. Unlike collecting
data such as online images or videos, obtaining precise and accurate chemical data is
expensive because it typically requires special device and expert supervision [67]. We
have conducted two chemical analysis experiments, both of which were to predict a
chemical property using imagery and tabular modalities of limited labeled samples.
We use these experiments to utilize the multi-modal characteristics of chemical data
to improve chemical machine learning tasks that are usually single-modal.

Motivated to explore these two real-world applications of multi-modal learning,
we have carried out this research to explore practical multi-modal deep learning
methods. First, we synthesize low-cost modalities using MNIST data [70] to better
understand the cost-effectiveness and algorithms of multi-modal learning. Second,
we use two real-world multi-modal datasets to improve the performance of single-
modal learning with a small amount of labeled data. We explore several aspects of
effective and efficient multi-modal deep learning, such as training methods, fusion
techniques, and representation learning.

2.2 Multi-modal Deep Learning

Multi-modal deep learning is a large field with active literature.The following refer-
ences provide overviews of multi-modal deep learning and their challenges including
representation, translation, alignment, fusion and co-learning [3], [50], [59]. There
are dedicated reviews on some of these challenges, such as how to fuse learned
multi-modal representations from various deep learning architectures [14]; key issues
of deep learning techniques in representation learning that narrow heterogeneity
gap among different modalities [22]; challenges of co-learning, which addresses the
problem such as one or more modalities are missing or noisy, lacking labeled data,
having unreliable labels, or are scarce in training or testing or both [49]. Compre-
hensive reviews on multi-modal alignment are missing but this topic can be found
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in specific areas such as matching features of multiple modalities in computer vi-
sion [4], aligning common pixels in images [33], and aligning music information
[54]. The domain specified surveys on multi-modal translation cover topics such as
audio-visual speech synthesis that maps data between audio modality and visual
modality [42], cross-modal retrieval that takes one type of data as the query to retrieve
relevant data of another type [65]. Despite its outstanding performance, multi-modal
deep learning’s social acceptance and usability are limited by the complex, opaque
and black-box nature, leading to commentary on explainability in multi-modal deep
neural networks [34].

Of particular interest for us in multi-modal deep learning are representation
learning and fusion – two multi-modal deep learning topics that have been dis-
cussed together often. For example, in this survey, researchers discussed learning
multi-modal representation, fusing multi-modal signals at various levels, and their
applications [74]. In one of the first multi-modal deep learning applications, learn-
ing features over multiple modalities and combining them via different techniques
were both key concepts [44]. Last but not least, representation learning and fusion
were also important in decomposing single-modal representation into multi-modal
dynamics using recurrent neural fusion architecture [40]. Facing unique challenges
in multi-modality tasks, researchers have proposed specific techniques such as how
to train deep learning models to focus on information from more reliable modalities
while reducing the emphasis on the less reliable modalities [38], to learn the joint
distribution of modalities in different modality domains [30], and to balance the
trade-off between inter-modal fusion and intra-modal processing [64].

In the domain of deep learning for chemistry problems, there is a significant body
of work where the researchers have taken advantage of the diverse representations of
chemicals so that a collective performance could exceed the individual performance
of each neural network trained with one representation. For example, domain experts
have used text, images, and numerical features to predict toxicity levels of chemi-
cal compounds [36]. In drug repurposing, researchers utilized chemical structures
and deferential gene expression data to discover medicines remarkably similar to
the proposed medications [28]. In drug-drug interaction events, researchers have
combined various drug features, including chemical substructures, targets, enzymes
and pathways, to learn cross-modality representations of drug-drug pairs and predict
their interactions [12].

In Section 2.5.1, we will talk about autoencoders that we use in our first experiment
and explain the importance of embeddings heavily used in our research. In Section
2.5.3 and 2.5.2, we will talk about 2 classic neural network types that handle multiple
modalities – image and tabular data – in our datasets. In section 2.5.4, we will talk
about multi-modal representation learning. The final representation is where multiple
representations are usually summed up, averaged, or concatenated. The combination,
or fusion, methods will be discussed in Section 2.5.5.

In Section 2.5 of this chapter, we will talk more about the background of related
topics in terms of deep learning and multi-modal learning. Then in Chapter 3, we
will talk about each experiment in detail, explaining how we did it and showing the
results. On top of the standard training methods for traditional single-modal deep
neural networks, there are unique options to think about when training multi-modal
deep learning models, and we will mention the training options we use in Section
3.3.1. We did these experiments sequentially, and the results of each one led to the
next experiment. In Chapter 4, we will show the results of these experiments. In
Chapter 5, we will conclude the research and discuss the results. Finally, in Appendix
A, we will give more details on all the architectures of our deep learning models.
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2.3 Justification for the Experiments

We do not always have the ideal modality of observed entities in real-life machine
learning problems, but there are other accessible modalities for the same task. For
example, sometimes a company can not afford high-cost sensors that render high-
resolution images. However, the budget can still cover more and cheaper sensors
that generate low-resolution or partial images. We want to know if the multi-modal
substitute is as useful as the ideal modality despite the incomplete information in the
substitute. One way to examine the potential of the substitute is to use an autoencoder
[20] to reconstruct the original modality with full information using the substitute
with partial information. If the encoder learns enough useful information in the
hidden layer, the decoder doesn’t need all the information from a original image
to reconstruct a original image. More details about encoding and hidden layer will
be discussed in Section 2.5.1. In our first experiment, the baseline model used the
original modality to reconstruct the original modality. The only difference among the
autoencoders was the input layer size dependent on the size of combined modalities.
We then compared the losses of baseline autoencoder and multi-modal autoencoders.
If multi-modal models achieved comparable performance to the baseline, we could
combine less ideal modalities to substitute for the ideal modality.

Based on the results of the first experiment, we got the intuition that multi-
modal learning could improve the performance of single-modal learning, especially
when the performance of single-modal learning is really bad. However, in real-
world problems, we do not always have as many data as in the MNIST dataset,
so it’s practical to check if multi-modal learning can handle the lack of data. We
used experiment 2 to examine whether multi-modal learning could improve single-
modal learning when either modality had sufficient real-world data entries. In the
second experiment we combined Raman spectra with chemical molecular image
to predict a chemical property: double bonds. As far as we are aware, chemical
Raman spectrum from Raman spectroscopy, an important real-world measurement
technique, has never been used in multi-modal deep learning in chemical analysis. If
adding Raman modality to molecular modality could improve model performance,
we would consider collecting more Raman data and using this combination to work
on other chemical tasks.

In our last experiments, to test our models on a public dataset, we found a research
paper that proposed the first effective multi-modal CNN-MLP neural network for
chemistry property prediction [18]. We also used image-tabular modalities and CNN-
MLP architectures in the second experiment, making our models comparable given
the same dataset. While both of our experiments aimed to address the lack of labeled
data in chemistry, our work explored more multi-modal techniques so that we may
improve their models.

2.4 Contribution

First, we applied multi-modal learning to a unique combination of Raman spectro-
graph and molecular images. As far as we are aware, chemical Raman spectrograph,
an important real-world measurement technique, has never been used in multi-modal
deep learning in chemical analysis.

Second, we proposed the no-harm factor, a method to make sure that multi-modal
learning is at least as good as single-modal learning with either of the modalities.
Preventing performance drop is especially practical when there are insufficient data
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because the complexity gained from multi-modal architecture might aggravate over-
fitting problem. A typical multi-modal neural network architecture is to combine the
embeddings of the modalities later in the network. A no-harm factor λ is a learnable
parameter that controls the importance of one embedding c1 over another embedding
c2. As shown in Figure 2.1, the embeddings are the second last layers of Neural
Network 1 and 2 (their last layers are predicting layers, which are not shown in this
figure). When λ equals 0 or 1, this whole model is the same as either single-modal
neural network.

The benefits of the no-harm factor are as follows, and we will talk about these
benefits in detail in Section 3.2.3:

• It is easy to apply because we do not need to explicitly explore how and where
to combine the embeddings.

• It learns the importance of embeddings without introducing too many learnable
parameters, thus limiting the complexity gain.

• It simplifies the design of the multi-modal neural networks.

FIGURE 2.1: Implementation of no-harm factor λ in multi-modal
architecture. λ controls the importance of one embedding c1 over
another embedding c2. When λ is a scalar, λ is shared by all neurons
in embedding c1. When λ is a vector, each neuron in embedding c1
has a specific λi value. The same goes to c2.

2.5 Background

2.5.1 Autoencoder

An autoencoder is a type of neural network that learns a representation of input data
in an unsupervised manner [20]. In particular, an autoencoder is a pair of functions
called an encode and a decoder, which can be defined as functions ϕ and ψ. For
example, in the MNIST problem, the encoder maps the high dimensional input data
X ∈ R784 into a low dimensional space H ∈ R15 and the decoder maps from the low
dimension space H back to the high dimensional space X̂ ∈ R784 (Figure 2.3). These
two functions are composed to have the mapping from the high dimensional space
back to the high dimensional space be as close to the identity function as possible.
Of course, the exact values for the first two dimensions are dependent on the size of
input modalities.

ϕ : X → H

ψ : H → X̂



Chapter 2. Introduction 9

FIGURE 2.2: An example of an autoencoder. The encoder “compresses”
input data into hidden space, and the decoder mirrors the encoder
to reconstruct the input data using compressed representation. The
goal of autoencoder is to learn a lower dimension representation that
captures most important parts of the data in an unsupervised manner.

ϕ, ψ = arg min
ϕ,ψ

||X − (ψ ◦ ϕ)X||2

To foreshadow the key results of this thesis, we observe that autoencoders are
only the most basic architecture that we have studied. As we will show in Section 3,
the architectures, input modalities, and training methods all play essential roles in
maximizing model performance using multi-modal data.

Encoders, Embeddings, and Representations

The architecture of autoencoders is non-trivial since the high dimensional is being
“compressed” into the low dimensional space, and this compression can only be
accomplished if the encoder “understands” something about the structure of the data.
Our goal is to test what exactly the encoder is doing to effectively compress the data.
The low dimensional space H is usually called embedding of the input. Data X can
have multiple embeddings H as the outputs of multiple encoders functions ϕ, and
each embedding is a representation of this data mapped into a lower dimension. In
the rest of this paper, we will call a neural network an encoder if it compresses inputs
into lower-dimensional space and a lower dimension vector an embedding. If we use
these embeddings for downstream tasks, they will be called representations because
the downstream tasks only need a representation of the full input features.

2.5.2 Multilayer Perceptron - MLP

A multilayer perceptron is a collection of fully connected layers where each neuron
of a layer is connected to all neurons in the next layer. A fully connected layer is a
function from Rm → Rn. Each linear layer is usually followed by a nonlinear function
called activation function σ. The i-th layer yi ∈ Rm is computed as follows where wi
is a learnable weight assigned to each neuron, and b is the bias:

yi = σ(wix1 + . . . + wmxm) + b

Without activation functions, a neural network is just a linear function whose
complexity is limited. No matter how many layers the neural network has, hidden
layers have no effect because the output is a linear combination of the input [27]. Two
activation functions are used in this research: sigmoid and ReLU [37]. The sigmoid
function is a squashing function as it squashes input values within range (0,1), which
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FIGURE 2.3: Activation functions we have used in this research. We
use ReLu function (left) to transform input values so that they were
not negative. We use sigmoid function (right) to squash input values
into range (0,1).

is especially useful when we have to predict the probability as an output. It is denoted
by:

y = 1/(1 + exp(−x))

ReLU stands for rectified linear unit, a function that outputs 0 if the input is equal
or smaller than 0, and outputs the input directly if the input is positive. It is denoted
by:

y = max(0, x)

One major advantage of ReLU is sparsity. Sparsity arises when x is smaller than 0;
thus using ReLU gives rise to truly sparse representations. Some of the reasons that
make parse representations appealing are: it can disentangle information as small
input changes will not modify the following non-zero features; it creates variable-size
representation because a variable number of zero neurons allows a model to control
the effective dimensionality of the representation; it makes the representations more
likely to be linearly separable in high-dimensional space [15].

2.5.3 Convolutional Neural Network - CNN

Convolutional Neural Networks(CNN) are specialized to learn useful features in
higher dimension data such as images [1]. CNNs are consist of convolution, pooling,
and fully connected layers. As shown in Figure 2.4, the convolutional layers utilize 2D
kernels, matrices of weights, to capture 2D features such as lines or corners. Pooling
layers usually follow convolutional layers to “summarize” the learned features. An
output of convolution or pooling is also called a feature map.

The advantage of CNN over an MLP is a smaller number of parameters, and
this advantage has prompted many achievements in complex tasks that are too
challenging or inefficient for MLPs [1]. For example, in Figure 2.5 to learn a 2x2
feature map over a 3x3 image, a convolutional layer only needs 4 weights of a kernel.
In contrast, a fully connected layer needs a sparse 9x4 kernel matrix, whose first
dimension is the total number of pixels in the image and whose second dimension is
the total number of convolutions.
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FIGURE 2.4: An example of convolution and pooling. In this example,
the stride is 1x1, which means the kernel, or filter, slides on the input
image one pixel at a time from left to right and from up to down. Each
convolution output a pixel in the output image, so an output of a 2x2
image is the result of 4 convolutions. Max pooling is to output the
max value over a window, which is the 2x2 output in this example.
Average pooling is to output the mean value over a window.

FIGURE 2.5: Number of weights in one convolution: CNN vs. MLP. To
learn a 2x2 feature map over a 3x3 image, a convolutional layer only
needs a 2x2 kernel (Figure 2.4), while a fully connected layer needs a
sparse 9x4 kernel matrix, whose first dimension is the total number of
pixels in the image and whose second dimension is the total number
of convolutions.

2.5.4 Multi-modal Representation Learning

Although it is easy for human beings to perceive the world through comprehen-
sive information from multiple sensory organs [43], how to endow machines with
analogous cognitive capabilities brings up many challenges, one of which is the
heterogeneity gap in multi-modal data [22]. In addition, multi-modal representa-
tions should capture the complementary information and avoid redundancy among
modalities [3]. In this paper, we use representation and embedding interchangeably
as the representations are embedded in the hidden layers of neural networks. The
models learn to map higher-dimensional inputs to lower-dimensional embeddings
to extract essential features of the modalities for downstream tasks. Based on what
we understand from the papers mentioned above, there are two main categories of
representation learning: joint representation and coordinated representation (Figure
2.6).

Joint representation projects uni-modal representations into a multi-modal space
through operations such as concatenation [18] or tensor fusion [72]. Coordinated
representation synchronizes uni-modal representation learning with restrains. The
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FIGURE 2.6: Image from [3]. Two general types of multi-modal repre-
sentation: joint representation and coordinated representations. Joint
representation projects uni-modal representations into a multi-modal
space. Coordinated representation keeps uni-modal representations
and synchronizes representation learning with restrains such as rein-
forcing similarity, correlation, or clustering.

restrains can enforce high similarity [68], high correlation [25], or clustering [69]
among multiple representations. With these restraints, each uni-modal represen-
tation can capture intra-modality and inter-modality information by adjusting to
representations from other modalities.

Due to this thesis’s scope, we only experimented with a limited amount of repre-
sentation learning techniques. We used join representation first because it allowed
us to train end-to-end models. We mostly concatenated or summed the penultimate
layer of uni-modal neural networks as the data representation. Then we worked on
coordinated representation to improve the correlation between modalities, using a
self-supervised learning technique called Barlow Twins [73].

Barlow Twins

As we mentioned in the last section, multi-modal representations should avoid redun-
dancy among modalities [3]. When we pretrained single-modal models or trained
multi-modal models end-to-end on the same task, our only goal was to reduce the
prediction loss. We didn’t measure how redundant the representations were to each
other or enforce any representation qualities such as similarity or correlation between
them. Therefore we used Barlow Twins, a similarity enforcing and redundancy re-
ducing representation learning technique [73]. Barlow Twins is not a multi-modal
representation learning method, but it uses data augmentation to randomly distort
batches of samples to learn representations invariant under these distortions. In
multi-modal learning, we see two modalities as nature’s distortions of the same
objects. Barlow Twins can take two modalities as two augmented views and increase
correlations and avoid redundancy between embeddings of these views (Figure 2.7).
Its objective function measures the cross-correlation matrix between the embeddings
of two distorted versions of a batch of samples and tries to make this matrix close to
the identity. As Barlow Twins is also relatively new, conceptually simple, and easy to
implement, we decided to use this technique in our multi-modal experiments.

There is only one change needed to make Barlow Twins multi-modal. Instead of
using the same encoder, we use different encoders to create embeddings because the
modalities were heterogeneous (Figure 2.8). The encoders are the same single-modal
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FIGURE 2.7: Figure 1 in [73]. Barlow Twins original implementation.
Distorted batches of input samples share the same encoder and projec-
tor as function fθ , which outputs embeddings that are as correlated
as possible while avoiding redundancy between the components of
these vectors. The closer the cross-correlation matrix is to the identity
matrix, the smaller the loss value.

neural networks (MLP for tabular data and CNN for image data) without prediction
layers, and the embeddings are the second-last layers of these networks.

FIGURE 2.8: Multi-modal Barlow Twins implementation. Instead of
using the same encoder, we use different encoders to create embed-
dings because the modalities are heterogeneous. The encoders are
the same single-modal neural networks, and the embeddings are the
second last layers of these networks.

Barlow twin’s loss function was designed to increase correlation and reduce redun-
dancy of the embeddings. This loss function measures how close the cross-correlation
matrix is to its identity matrix. The loss function contains 2 terms: invariance term
and redundancy reduction term. The invariance term is the sum of squared differ-
ences between diagonal elements of the cross-correlation matrix and the identity
matrix. The invariance term makes the embeddings invariant to the heterogeneity
of modalities. The redundancy reduction term is the sum of the squared value of
off-diagonal elements of the cross-correlation matrix. This term decorrelates the dif-
ferent components of the embeddings. Lambda term λ decides the trade-off between
correlation increasing and redundancy reducing.

Barlow Twins distinguishes itself from other methods by its innovative loss
function LBT :



Chapter 2. Introduction 14

LBT ≜ ∑
i
(1 − Cii)

2

︸ ︷︷ ︸
invariance term

+ λ ∑
i

∑
j ̸=i

C2
ij︸ ︷︷ ︸

redundancy reduction term

The cross-correlation matrix is computed between the embeddings along the
batch dimension. Below is the equation, where b indexes batch samples and i, j index
the vector element of the embeddings. Cij is a square matrix whose dimensions are
the sizes of embedding zA and zB , and with values comprised between -1 (i.e., perfect
anti-correlation) and 1 (i.e., perfect correlation).

Cij ≜
∑b zA

b,iz
B
b,j√

∑b(zA
b,i)

2
√

∑b(zB
b,j)

2

2.5.5 Multi-modal Fusion Techniques

Multi-modal fusion is to integrate information from multiple modalities for classifica-
tion or regression. Dating to 33 years ago [71], it is one of the most researched topics
of multi-modal machine learning [24], [55], [5], [46], [61], [14], [75], [9]. Encouraged by
the growing availability of multi-modal data, researchers have explored multi-modal
fusion to capture complementary information not observed in a single modality. The
multi-modal fusion approaches are generally categorized based on three aspects: how
to fuse, when to fuse, and what model is used to fuse [3], [2], [64].

As regards how to fuse, there are aggregation-based fusion, alignment-based
fusion, and a mixture of them [64]. Aggregation-based fusion uses a particular
operation (e.g., averaging, concatenation) to combine multiple neural networks into
one network ( A in Figure 2.9). Alignment-based fusion uses an additional term that
regularizes certain properties between modalities (e.g., embedding distance [56], [63],
pixel similarity [10]) ( B in Figure 2.9). This regularization term is added to the loss
function to make embeddings adaptive to other modalities. The regularization loss
can be added to prediction loss for full model gradient descent, and it can be used
alone for coordinated representation learning.

As regards when to fuse, multi-modal fusion can be specified as early, late, and
hybrid fusion [3]. Early fusion learns to exploit the interactions between low-level
features. The early fusion occurs at the input level so that one network is needed
for multiple modalities. Late fusion combines uni-modal decisions, allowing more
flexible single modal training while ignoring low-level interactions between modali-
ties. Hybrid fusion exploits the advantages of both methods mentioned above. We
start with early fusion and late fusion in our experiments because they are easier to
apply. Our late fusion layers are not the decision layers but the second last layers of
uni-modal neural networks.

Regarding the models used for fusion, the model-based fusion categories [3] are
multi-modal kernel learning [6], graphical models [23], and neural networks [32], [3],
[56]. Because our topic is multi-modal deep learning and the related methods within
this scope, we only explore the neural network fusion.
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FIGURE 2.9: Two general types of multi-modal fusion: Aggregation-
based fusion and Alignment-based fusion. Aggregation-based fusion
(A) aggregates (e.g., averaging, concatenation) representations learned
in both networks to get a joint representation. Alignment-based fusion
(B) introduces an additional loss term to make embeddings adaptive
to each other, and the adaptive embedding layers are not limited to
one layer. The representations learned can be aggregated for the same
downstream tasks or stay separated for different tasks. We can add
regularization loss to prediction loss or use it alone for coordinated
representation learning.

Controlling Factors during Fusion

We consider our proposed no-harm factor lambda as a controlling factor that “con-
trols” the weight of one modality to another. There are other such control factors in
the literature. For example, in [62], a controlling factor was calculated using error
metrics so that the individual model with higher error should be given less weightage
as compared to another individual model at the fusion layer. However, the error
metrics were not computed in training time and researchers needed to use the right
combination of metrics to correctly indicate which modality was more important. On
the contrary, the no-harm factor is a simple learnable parameter like other weights
between neural network layers. In [52], researchers used fusion gates to control the
degree to which modalities contribute to the final prediction. The fusion gates were
made of highway layers [57] that defined how much of a modality embedding should
be transformed or passed directly to the next layer. Compared to the no-harm factor,
this method requires more hyperparameter tuning, such as the number of gates and
size of linear layers inside of the gates, while the no-harm factor does not introduce
any new hyper-parameter. Therefore, even though methods that control the weights
of modalities are not new, we consider the no-harm factor a contribution because it is
straightforward, easy to apply, and practical in our unique problems.
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Chapter 3

Methodology

3.1 Datasets and Prepossessing

3.1.1 MNIST Dataset and Its Synthesized Datasets

To better understand multi-modal learning with a sufficient amount of data, we have
created synthetic multi-modal data using the MNIST dataset [70]. MNIST is a dataset
of 70000, 28x28 pixel grey-scale images of handwriting digits from 0 to 9. 60,000
images are in training and validation sets, and 10,000 images are used as a testing
set (Table 3.1). The first modality is the original modality missing some bottom rows,
and the second modality was the blurry and smaller version of the original modality.
We cut the original images by rows from the bottom up and interpolated the original
images into small and blurry images to create different data modes(Figure 3.1). In
this case, the synthesized modalities do not have the complete information of the
original modality. To make the synthesized modalities have various amount of partial
information, we cut the bottom rows by 5, 10, 15 and 20, and interpolated the images
by 1/2, 1/4 and 1/7. So when a modality missing 20 bottom rows was combined
with the modality scaled down by 1/7, the information combined should be less than
a modality missing 5 bottom rows was combined with the modality scaled down by
1/2.

TABLE 3.1: MNIST dataset. Pre-split train-test dataset from PyTorch.
Because this is for an unsupervised task, no label is needed.
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FIGURE 3.1: Examples of synthesized modalities of the MNIST data.
Mode 1 is the partial versions(e.g., remaining top 8 rows if we cut
bottom 20 rows) of the original data. Mode 2 is the blurry and small
version(e.g, 1/2 size) of the original data. The purpose of the synthetic
data was to extract partial information from the original data.

3.1.2 Chemical Structure and Raman Spectrum Datasets

We have chemical structure images and Raman tabular data of 72 chemicals. Because
the double bond labels are highly imbalanced, we created new labels based on double
bond ranges (Table 3.2). Each chemical has two modes (Figure 3.2). On the left side of
the figure, a chemical in mode 1 is a structure image of 80x80 pixels. The single-line
edges are single bonds, and the double-line edges are double bonds. In chemistry, a
double bond is a covalent bond between two atoms sharing two pairs of electrons as
opposed to one pair in a single bond [58].

On the right side, each Raman table of mode 2 is the tabular version of a Raman
spectrum, which is considered the “fingerprint” of a chemical [21]. (Figure 3.3). Each
Raman tabular sample has two columns — Intensity and Wavelength – that represent
the intensity of the scattered photons (y-axis) for each energy (frequency/wavenum-
ber/Raman shift) of light (x-axis). To convert 2D Raman data into 1D vectors to train
an MLP, we used the min and max wavelength values in training set to define fixed
windows of 10 wavelength units, then averaged the intensity in these windows, so
each Raman sample became a vector of length 332 (Figure 3.4).

TABLE 3.2: Chemical structure and Raman spectrum datasets. double
bonds labels are highly imbalanced in this small dataset, so we created
a new label that categorized double bonds into 3 balanced classes: 0
as double bonds is smaller than 6, 1 as double bonds is equal to 6, 2
as double bonds is bigger than 6. The test set was created after the
training/validation dataset, and the labels are imbalanced.
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FIGURE 3.2: An example of a chemical with two modes. Mode 1 is
the black and white structure image of 80x80 pixels. Mode 2 is the
Raman tabular data. The structure image shows that this chemical
has 3 double bonds(two-line edges), so the label of this sample is 0
because the double bond number < 6.

FIGURE 3.3: Figure 2 in [51]. Schematic of the measurement principle
in a Raman spectroscopy. A laser light source hits the sample and
the light interacts with the molecules and is scattered in all directions.
While almost all the the light just pass thought the sample without
interaction, a small percentage of this light is Raman scattered. Each
Raman scattered light waves has a different wavelength compared to
the laser light source because the sample absorbs a certain amount of
energy. And such differences in wavelength are recorded along with
the intensities of the Raman scattered light waves, leading to the final
spectrum.

FIGURE 3.4: Convert a Raman spectrum into a 1D vector. The Raman
tabular data we have are 2D data that was converted from the Raman
spectrum. We averaged the intensity of Raman data in fixed windows
in the size of 10 wavenumbers. These windows started from the
minimum and ended on the maximum wavenumber value among all
training set Raman samples. Each Raman spectrum was eventually
converted into an intensity vector of 332 features. Each vector makes
up one row of the Raman dataset as a table.



Chapter 3. Methodology 19

3.1.3 Public Biodegradation Dataset

We used the same QSAR biodegradation dataset [47] that was used to predict
biodegradability by Goh et al. [18]. The 41 selected chemical descriptors, referred to as
Ballabio-40, were obtained from Mansouri et al. [41]. Following the steps in the paper,
we mixed and split training, validation, and test datasets while keeping their original
sizes. There are 1725 data points in total. Each chemical is identified by a SMILES
string, 41 selected chemical descriptors, and a label as either non-biodegradable
(NRB) or biodegradable (RB). SMILES stands for Simplified Molecular Input Line
Entry Specification, a notation that describes chemical structures [66]. We created the
image modality of this dataset using the same preparation mentioned in [18] based
on two previous papers [16] and [17]. Each image of 80x80 pixels has four channels
that capture 5 different chemical properties (Figure 3.5).

TABLE 3.3: Biodegradability classification dataset. “RB” means
biodegradable, and “NRB” means non-biodegradable. The original
full dataset has 1725 data points with fixed training, validation and
test sizes. We kept these sizes after shuffling and splitting the full
dataset.

FIGURE 3.5: Convert a SMILES string to an augmented image. Picture
in the right is from [17]. Each SMILE string was converted into an aug-
mented image of 80x80 pixels and 4 channels. Each channel contains
one or two chemical properties such as Atomic Identity or Valence.
The augmented images have more chemical information than black
and white single-channel molecular images in the last experiment
using Raman spectrum.
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3.2 Architecture and Optimization

3.2.1 Reconstructing MNIST Modality Using Encoder-decoders

The architecture of the autoencoder is shown in Figure 3.6. The training batch size was
128. Layer sizes were fixed to [input_size, 128, 81, 128, 784] to control the architecture
in our experiments, despite the various input sizes because of modality changes.
More architecture details are in Appendix A. Strictly speaking, this model is not an
autoencoder but a combination of an encoder and a decoder because it reconstructed
the original images instead of the input images. We used Root Mean Square Error
(RMSE) as the loss function and Adam optimizer with a default learning rate of 0.001.
Each autoencoder was trained for 100 epochs with an early stopping criterion of
0.0005 for 10 epochs.

FIGURE 3.6: The architecture of the encoder + decoder neural network
in Experiment 1. Input images were flattened and then concatenated
into vector z, which was the input of the neural network. The input
layer size depended on the size of z, but the rest of the layers were
fixed as [128, 81, 128, 784]. Evaluated by mean square error loss, the
encoder + decoder network learned to output X̂, a reconstruction of
original image X.

3.2.2 Predicting Double Bond of Chemicals Using MLP and CNN

The architecture of the combined model was a combination of MLP and CNN models
(Figure 3.7). Model A was a convolutional neural network including convolutional,
pooling, and fully-connected layers. Model B was a feedforward MLP that took
Raman tabular data. We will not discuss the model in greater detail because we
did not focus on optimizing the model performance. In addition, our goal was to
compare multi-modal learning with single-modal learning, so the architectures of the
combined model should not add too much complexity to the single-modal models.
More architecture details are in Appendix A. We used CrossEntropyLoss as the loss
function. For the uni-modal model trained with the Raman table, we used stochastic
gradient descent (SDG) optimizer with a learning rate of 0.5. The CNN model was
optimized by SGD with a learning rate of 0.01. The third modal, a multi-modal MLP,
used SGD with a learning rate of 0.5. The training batch size was 32.
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FIGURE 3.7: The architecture of the multi-modal deep neural network
to predict double bonds. Model A and B are the single-modal neural
networks for modality 1 and 2. Mode 1 is single channel structure
image data of 80x80 pixels, and mode 2 is the Raman tabular data.
Raman tabular data were converted into vectors of intensity as the
intensity values were aggregated (mean or sum) over fixed windows
of wavelengths.

3.2.3 Predicting Biodegradation of Chemicals Using MLP and CNN

Benchmarking using the original dataset was not our goal. Because we randomly
mixed and split the datasets, the data samples in our training, validation, and test
datasets should be different from theirs. In this case, it is not convincing to compare
the performance of our models with the performance they reported, so we used the
architecture of their best model (Figure 3.8) as a baseline for our validation and test
sets. Of all the training methods explored in the baseline experiments, pretraining
two models separately was not mentioned. For modality fusion, the baseline model
used concatenation, leaving other fusion methods such as averaging or tensor fusion
[72] to be explored.

FIGURE 3.8: Figure 1 in [19]. Baseline model to predict biodegradation.
In the sequential setup, the Chemception CNN model was first trained
on the chemical images to predict biodegradation. After the training
was completed, the CNN weights were frozen. Then the penultimate
layer output was concatenated with the chemical descriptors. Finally,
an MLP network used the combined vector to classify the chemicals.

The CNN block is called Chemception [16] as shown in Figure 3.9 and Figure 3.10.
Chemception is a general-purpose neural network in chemical research that processes
molecular images. The MLP block is a standard feed-forward neural network that
uses molecular descriptors as the input data. In the baseline model, the descriptors
were concatenated with the penultimate layer from Chemception. Then the joined
vector was fed into an MLP classifier. However, to improve model performance, Goh
et al. eventually used a more comprehensive set of 1400 descriptors and pre-trained
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the Chemception block on numerous chemical rules [19] and fine-tuned it using the
current dataset. Since our goal is not to benchmark, we have focused on improving
the model using our multi-modal techniques without pretraining on other datasets
or changing the descriptor modality.

FIGURE 3.9: Figure 3 in [16]. Building blocks of the baseline model
to predict biodegradation. a) Typical convolutional neural network
and b) High-level architecture of Chemception. Each block of Chem-
ception contains some convulsion and/or pooling layers and serves
unique purposes. Stem, Reduction-A, and Reduction-B blocks in-
crease channel numbers from 4 to 16 to 64 to 126 and decrease the
input sizes(width, height) from (80,80) to (39, 39) to (19, 19) to (9, 9).
Inception-Resnet-A, Inception-Resnet-B, Inception-Resnet-C use com-
binations of different convolutions layers for feature learning without
changing input dimensions. See more details in Appendix A.

The metric is called classification error rate (Er) [19] , which is a function of sensitiv-
ity (Sn) and specificity (Sp) calculated based on true negative(TN), true positive(TP),
false negative(FN), and false positive(FP):

Er = 1 − (Sp + Sn)/2

Sp = TN/(TN + FP)

Sn = TP/(TP + FN)

Because our dataset is imbalanced – we have 356 labeled as positive and 699 as
negative – this metric can capture how well the model learns to predict imbalance
labels. We used binary cross entropy loss (BCELoss) as the loss function. We used
the random search for hyper-parameter tuning. For the uni-modal MLP trained with
descriptors, we used Adam optimizer with a learning rate of 0.00006, batch size 64,
300 epochs, and a dropout rate of 0.58 in each layer. For Chemception CNN, we used
the Adam optimizer with a learning rate of 0.0001, batch size 32, and 150 epochs. The
third modal, a leaner layer, had the same hyper-parameters mentioned for the MLP.
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FIGURE 3.10: Figure 4 in [16]. Details of the inception/reduction
blocks in Chemception. The Inception-ResNet blocks combine the
Inception models and Residual learning. The Inception aspect of these
blocks is using different convolution kernels on the same input. The
Residual learning aspect of these blocks is adding the input of blocks
to the output of convolution layers. Reduction blocks reduce input
sizes(width, height) while increasing input channels. See more details
in Appendix A.

No-harm factor

We designed a no-harm factor λ as a fusion technique. The goal of the no-harm
factor λ was to guarantee that the performance of the combined model was at least
as good as the best single modal. When λ was a scalar, it controlled the importance
of the embeddings c. When λ was a vector, each element in the vector controlled
the importance of the corresponding neuron in the embeddings. We assigned λ to
one embedding and 1 - λ to the other embedding as we only used two modalities. If
lambda was learned to be 1 or 0, one of the embeddings would be ignored, which
meant adding the ignored modality did not help the performance. There was a
trade-off between the complexity of the model and performance protection when
choosing between concatenation (Figure 3.11, right) and a no-harm factor (Figure
3.11, left). The concatenation fusion method could learn intra-embedding and inter-
embedding relationships, while the no-harm factor only captured simpler inter-
embedding relationships. The intra-embedding relationship within an embedding
means that the neurons of this embedding are connected with other neurons. The
inter-embedding relationship between two embeddings means that the neurons in
one embedding are connected with the neurons in the other embedding.

c = (1 − λ) ∗ c1 + λ ∗ c2
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FIGURE 3.11: Implementation of no-harm factor λ on embedding
layers and following prediction layer. Compared to embedding con-
catenation, the no-harm factor learns to control embedding importance
and reduces learnable parameters during training. First, λ controls the
importance of one embedding c1 over another embedding c2. When
λ is a scalar, λ is shared by all neurons in embedding c1. When λ is a
vector, each neuron in embedding c1 has a specific λi value. The same
goes to c2. Second, when using a no-harm factor, the learnable parame-
ters connecting these layers are λ, W, b, with W, b as the weight matrix
and bias term that connect embedding c and the prediction layer.
When using concatenation, the learnable parameters are W1, b1, W2, b2.
W1, b1 are the weight matrix and bias term that connect concatenated
embeddings c1, c2 and embedding c. W2, b2 are the weight matrix and
bias term that connect embedding c and the prediction layer.

We combined the no-harm factor with different training methods to see how
well the model could learn the no-harm factor and other weights in different model
sections. For example, if we trained the model end-to-end, all model weights could
update along with the no-harm factor during backpropagation. Moreover, if we
trained the model with both MLP and Chemception pre-trained and frozen, only the
weights of the last layer could adjust with the no-harm factor. The combined model
would learn differently under different dynamics between the number of learnable
model weights and the no-harm factor.

There are 3 main benefits of the no-harm factor. First, it is easy to apply. Because
it fixes the way we combine the embeddings, we only need to consider combining
embeddings of the same length. Second, it learns the importance of embeddings
without introducing too many learnable parameters, thus limiting the complexity
gain. The excessive complexity of the model is important when the data size is
small. As shown in Figure 3.11, when a no-harm factor is a scalar, it only adds
one learnable parameter to the overall model; when it is a vector, the number of
learnable parameters added equals the number of neurons in one embedding: N. In
the meantime, concatenation of embeddings adds learnable parameters W1 and b1,
whose number of elements is N2 + 1. Third, This architecture design ensures that if
the learned λ is 0 or 1, the combined model is the same as the best single model, thus
causing no harm by adding a modality that’s not useful. To achieve this purpose, the
single-model networks should have the same layers after their embeddings, and the
layers after combined embedding should be the same. This method also simplifies
the design of a multi-modal neural network.

One example of the no-harm factor architecture is shown in Figure 3.12. The
layers combined with the no-harm factor should have the same length. The following
layers after the combination should be the same as the layers after the embeddings
in a best single-model neural network. In this case, if the no-harm factor is learned
to be 1, the architecture of the combined neural network is the same as the best
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single-model neural network because the other modality is ignored because of 0
weight at the fusion layer. This design ensures that if the inferior modality is not
useful, the multi-modal output is as close to the best single-modal output as possible.

FIGURE 3.12: The architecture of the combined model with no-harm
factor λ. The layers combined with the no-harm factor should have
the same length. The following layers after the combination should be
the same as the layers after the embeddings in the best single-model
neural network. In this case, if the no-harm factor is learned to be 1,
the architecture of the combined neural network is the same as the best
single-model neural network because the other modality is ignored
because of 0 weight at the fusion layer. This design ensures that if the
inferior modality is not useful at all, the multi-modal output is as close
to the best single-modal output as possible.
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3.3 Training and Implementation

3.3.1 Multi-modal Training Method

We combined modalities by concatenating the last hidden layers of two models. We
had two options to train the combined modal (Figure 3.13). The first training option
was to train a combined model end-to-end. The second training option was split
into two phases. In the first phase, we pretrained one single-modal network (model
A or model B) or both single-modal networks (model A and model B) for the same
classification task and froze the pretrained model(s). In the 2nd phase, we combined
the second-last layers of the first two models as the input of the third network (model
C). Then we train the third network with the individual models pretrained. Models
A and B needed very different learning rates when we pretrained them. Thus, it
was easier for us to set up separate pretraining than combined training and monitor
both networks’ training losses. The downside of this separated training method is
that models A and B learned representations of their modalities in individual tasks,
missing the chance of catching inter-modality information. We first used option II
because our goal was to compare multi-modal and single-modal learning. If the easier
choice could deliver a better result, we would decide later if we want to optimize the
combined model or not.

FIGURE 3.13: 2 examples of training options for multi-modal neural
networks. Option I allowed us to train combined model end-to-end,
Option II was to train two domain-specific models as model A and B,
then froze the trained models, so model C got the best hidden layers
c1 and c2 as representations, or “compressed” information,of mode 1
and mode 2.
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3.3.2 Implementation Algorithms

Multimodal-learning with Synthesized MNIST Data

To combine the two modes, we flattened both images and then concatenated them
as a single input for the encoder-decoder network. Like in a normal autoencoder,
the goal of this encoder was to “understand” something about the structure of the
input data so the decoder could map the compressed information back to original
images. First, we trained the autoencoders using the single mode of partial or full
images. Second, we introduced the scaled image to the partial images to check if
a second mode could improve the performance of a single-modal autoencoder. If
there was an improvement, we wanted to know if multi-modal learning with com-
promised modalities could perform better than single-model learning with complete
information.

We used 5-fold cross-validation on the training set. The best models were chosen
based on the best validation loss. Then we tested these 5 learned models on the test
set. The training process is shown in Algorithm 1.

Algorithm 1 PyTorch-style pseudocode for multi-modal learning with synthetic
MNIST data

1: mode1 = cut images by n rows
2: mode2 = interpolate images by a scale factor
3: for i in range(5) do
4: split train and validation datasets from mode1 and mode2 combined
5: Make data loader with datasets
6: model = encoder_decoder()
7: for m1, m2 in loader do
8: c = cat(m1.flatten(), m2.flatten())
9: ŷ = model(c)

10: loss.backward()
11: optimizer.step()
12: end for
13: end for
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Multimodal-learning with Limited Chemical Data

The deep learning task was to predict the number of double bonds of each chemical.
We only have 72 data samples. We bootstrapped (with replacement) 100 times on
the 72 samples to make training data. We used the out-of-bag samples as validation
data. We trained and validated all models 100 times and took the average accuracy
to evaluate the performance. If the results showed a significant increase from single-
modal to multi-modal learning, we wanted to know that the increase was not because
of different model architectures. In the multi-modal setting, we added controlled
experiments by replacing either mode with random noise. If the combined model
with random noise and normal modality could outperform the single model with
either normal modality, we would want to remove the effect of the architecture
change. The implementation is in Algorithm Algorithm 2.

Algorithm 2 PyTorch-style pseudocode for multi-modal learning with limited chemi-
cal data

1: for b = 1, 2, . . . , 100 do
2: Bootstrap with replacement from training and validation sets combined
3: Pretrain and freeze classifier model1 with mode1, and classifier model2 with

mode2
4: model1 = fθ(m1)
5: model2 = hϕ(m2)
6:
7: for m1, m2 in loader do
8: # calculate embeddings
9: c1 = model1(input = m1, embedding_layer = -2)

10: c2 = model2(input = m2, embedding_layer = -2)
11:
12: # concatenate embeddings
13: c = cat(c1, c2)
14:
15: # use MLP network as model3 to predict
16: ŷ = model3(c)
17:
18: # optimize model3
19: loss.backward()
20: optimizer.step()
21: end for
22: end for
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Coordinated Representation using Barlow Twins

We wanted to know if Barlow Twins could improve model performance by increasing
correlation and reducing redundancy between modality representations. Before we
combined the learned representations from Barlow Twins, we needed to examine
the quality of the embeddings by visualizing the cross-correlation matrix. If the
cross-correlation matrix is far from the identity matrix, we doubt that the represen-
tations learned could be useful in downstream multi-modal learning tasks. The
implementation is shown in Algorithm 3.

Algorithm 3 PyTorch-style pseudocode for multi-modal Barlow Twins

# fθ : encoder network for mode1
# fϕ: encoder network2 for mode2
# lambda: weight on the off-diagonal terms
# N: batch size
# D: dimensionality of the embeddings
# mm: matrix-matrix multiplication
# eye: identity matrix
# off_diag: off diagonal elements of a matrix

create multi-modal data loader using mode1, mode2
for ya, yb in loader: do

# ya is a batch from mode1, yb is a batch from mode2
# Compute representations
za = fθ(ya)
zb = fϕ(yb)

# normalize representations along batch dimension
za_norm = (za - za.mean(0)) / za.std(0)
zb_norm = (zb - zb.mean(0)) / zb.std(0)

# cross-correlation matrix
c = mm(za_norm, zb_norm) / (N - 1)

# loss
c_diff = (c - eye(D)).pow(2)
off_diag(c_diff).mul_(lambda)
loss = c_diff .sum()

# optimize step
loss.backward()
optimizer.step()

end for
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Multimodal-learning with Public Chemical Data

Algorithm 4 shows the process of pre-training single-modal models and then learning
no-harm factor and prediction. The algorithm shown is just one of the many training
examples.

Algorithm 4 PyTorch-style pseudocode for multi-modal learning with biodegradabil-
ity data

Pretrain and freeze classifier model1 with mode1, and classifier model2 with mode2
model1 = fθ(m1)

3: model2 = hϕ(m2)
for m1, m2 in loader do

# calculate embeddings
6: c1 = model1(input = m1, embedding_layer = -2)

c2 = model2(input = m2, embedding_layer = -2)

9: # combine embeddings using no-harm factor
c = c1 ∗ λ + c2 ∗ (1 − λ)

12: # use last linear layer to predict
ŷ = sigmoid(liner_layer(c))

15: # optimize last linear layer and lambda
loss.backward()
optimizer.step()

18: end for
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Chapter 4

Results

4.1 Multi-modal Learning with Incomplete Information

We combine multiple modalities – with missing information to some extent – to
reconstruct the original modality with full information. The baseline model of this
experiment is an autoencoder that uses original MNIST images and outputs images
that are as similar to the inputs as possible. We tracked the training, validation, and
test losses to ensure the models did not overfit or underfit and the results were not
random. During training, the baseline model improved steadily and did not overfit
because the training and validation lines are smooth and close in the loss plot (Figure
4.1, left image). Also, the test loss is very close to the best validation loss. The same
learning pattern goes to a multi-modal encoder-decoder, as shown in the right-side
plot of Figure 4.1.

FIGURE 4.1: Sample loss plots of MNIST data reconstruction. The
left plot shows the learned losses from single-modal learning, i.e.,
reconstructing original images using the original images. The right
plot shows the learned losses from multi-modal learning, i.e., recon-
structing original images using the top 8 rows (mode 1) and scaled
by 1/7 (mode 2). We used early stopping, so the total epochs in these
plots vary. To test the model, we used the best model saved when the
validation loss was the lowest, so the test loss (green dot) on the plot
is located at the epoch where the best model was saved.

The baseline test loss was 0.0123 (Table 4.1). In single-modal learning using
partial or scaled images only, i.e., the second column or sixth row, none of the models
achieved comparable performance to baseline. However, the more rows or smaller
the scale, the lower the loss because the modalities contain more information or the
images to be reconstructed. Moreover, as we introduced the second modalities, the
performance increased. The loss was as good as the baseline when we combined
partial images with the top 23 rows and scaled images by 1/2. To illustrate the
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TABLE 4.1: Table of results of Experiment 1. Table values are MSE loss
of predictions on the test set. The baseline model has the lowest loss:
0.0123. The single-modal learning models, i.e., column 2 and row 6, did
not outperform the baseline model. However, as the second modality
was combined with the single modality, the model’s performance
improved. When the top 23 rows of images were combined with
images scaled by 1/2, the test loss was equal to the baseline.

effectiveness of adding the second modalities, we use Figure 4.2 and Figure 4.3 as 2
image views of Table 4.1.

The first view (Figure 4.2) shows the results of adding partial images to scaled
images. Each line shows a decreasing trend when partial images with more and
more top rows were added to scaled images. The second view (Figure 4.3) shows the
results of adding scaled images to partial images. Each line shows a decreasing loss
trend when each partial image was combined with a bigger and bigger down-scaled
image. As shown in the bottom right of both figures, where all lines converge, when
the partial images were combined with images scaled by 1/2, the losses were very
close to the baseline.

FIGURE 4.2: Loss values of modality combinations in MNIST data
reconstruction (view 1). Each colored line represents a modality of
smaller images scaled down by factors of 1/7, 1/4, or 1/2. Each
column represents a modality of partial images, which are the top n
rows of the original images. The first column is single-modal learning
with only scaled images, and the baseline is the single-modal learning
with original images (dotted green line).

The decreasing trend in both figures indicates that with more information added
to the first modality, the encoder-decoder network could reconstruct the full images
better. We assumed that the synthesized modalities could have compensated for
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FIGURE 4.3: Loss values of modality combinations in MNIST data
reconstruction (view 2). Each colored line represents a modality of
partial images, which are the top n rows of the original images. Each
column represents a modality of scaled images by factors of 1/7, 1/4,
or 1/2. The first column is single-modal learning with only partial
image, and the baseline is the single-modal learning with original
images (dotted green line).

each other’s missing information. To better understand the compensation, we drew
some examples of the reconstructed images. Figure 4.4 shows the sample input and
output of baseline and multi-modal learning with partial images combined with
scaled images.

The images were sampled from the validation set. The output of the model using
original images are not perfect, but the numbers are clear to human eyes. When
the input is the top 8 rows, the reconstructions are a lot more blurry, and the third
last image, number 9, was reconstructed as number 4. When the input is the top 8
rows and the scaled images by 1/4, the reconstructions are less blurry, and the third
last number 9 was reconstructed as 9. Because the scaled images provided some
useful information about the missing rows in the first modality, the model was more “
certain ” about the bottom rows to create more clear lines.

When the input is scaled images by 1/4, the output is close to the baseline when
the digits are simple, such as the first 7 numbers. However, the last 3 outputs are
wrong “ guesses ” of the original numbers where lines and circles are both present. It is
worth noticing that the reconstructions of the third last image are both wrong numbers
in single-modal learning but is correct in multi-modal learning. The information in the
two modalities has compensated for each other when reconstructing full information.

However, the extra information from the second modality does not always help.
For example, the last sample image, number 9, was reconstructed as a blurry 9 when
the model only had the top 8 rows. However, it was reconstructed like a 7 when the
model also considered the scaled images. The first and last scaled images look like 7
even though they are interpolations of original numbers 7 and 9. There is a limit to
multi-modal learning when the two modalities cannot compensate well enough.
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FIGURE 4.4: Sample input and output in MNIST data reconstruction.
The baseline model used original images as input to output reconstruc-
tions of original images. In single-modal learning, only images with
top 8 rows or images scaled by 1/4 were used as input, so the output
was more blurry than baseline output. When we combined these two
modalities, the output was less blurry because the modalities have
compensating information. However, the compensation is still not
enough for the multi-modal encoder-decoder to reconstruct images
and baseline autoencoder.

4.2 Multi-modal Learning with Limited Data

Because the size of the dataset was small, a single validation split from the training
dataset might not be a good representation of the data. So we bootstrapped 72
data samples with replacement 100 times, and we used the out-of-bag data as the
validation dataset. Each model was trained from scratch for its bootstrap samples.
We collected the best validation accuracy of each model in each bootstrap and made
this plot (Figure 4.5) to see if multi-modal learning could help single-modal learning
models improve. Sometimes the combined models were worse than the single models,
and we assumed that this is because the learned representation of the second modality
was not helpful in specific bootstraps.

FIGURE 4.5: Bootstrap results of multi-modal and single-modal learn-
ing in double bonds prediction. Sometimes the combined models were
worse than single models, but the mean accuracy of the combined
model was better than either single model.
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In a clearer view of how much multi-modal learning outperformed both single-
modal learning models, we created a bar chart (Figure 4.6) to compare the mean
accuracy among all bootstraps (Figure 4.5). In the single-modal learning with either
mode, the accuracy was 71.55% with mode 2 and 80.49% with mode 1. The accuracy
increased to 84.35% with both modes. We wanted to know if the performance
improvement was not because of the change in architecture, so we used random
noise as the second modality. When either of the two modes was random, multi-
modal learning did not improve significantly compared to single-modal learning.
The performance increased when mode2 was combined with the random noise as
mode1. Based on the results, we recommend that in multi-modal learning, when
the multi-modal architecture is different from single-modal architecture, it is worth
checking how much the architecture change affected the performance. Especially
when there are more parameters in multi-modal neural networks, we do not want
to waste extra computation on other modalities that are not useful to improve the
model.

FIGURE 4.6: Results of multi-modal and single-modal learning in dou-
ble bonds prediction. The accuracy was 84.35% when we combined
mode 1 and mode 2. single-modal learning achieved an accuracy of
80.49% with mode 1, and 71.55% with mode 2. In the controlled Ex-
periments, the accuracy was 79.49% when mode 1 was combined with
random noise and 73.68% when mode 2 was combined with random
noise. Multi-modal learning outperformed single-modal learning or
controlled Experiments of multi-modal learning.

4.2.1 Representation Learning using Barlow Twins

Before using representations learned in Barlow Twins for the downstream multi-
modal prediction task, we found that the cross-correlation matrices we got were
not ideal because they were not close to the identity matrix of the same dimensions.
For example, when the embedding size was 10, the beginning and best validation
cross-correlation matrices and the identity matrix are shown in Figure 4.7. Ideally,
the red color should be as dark as possible on the diagonal line, and the colors in
the off-diagonal area should be as light as possible. Compared to the matrix at the
beginning of the training, the best validation cross-correlation matrix showed lighter
colors overall but did not show dark red on the diagonal line, meaning that the
model failed to learn the correlation and did not reduce enough redundancy between
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embeddings. The worse result goes to larger embedding sizes, as shown in Figure
4.8.

FIGURE 4.7: Barlow Twins cross-correlation matrix sample result 1.
The cross-correlation matrices should be as close to the identity matrix
as possible. Compared to the matrix in the beginning of the training,
the best validation cross-correlation matrix shows lighter colors over-
all, but doesn’t show dark red on the diagonal line, which means that
the model failed to learn the correlation and didn’t reduce enough
redundancy between embeddings.

FIGURE 4.8: Barlow Twins cross-correlation matrix sample result 2.
The embedding size is 50 on the left and 32 on the right. These two
results are also not ideal as they are not close to their identity matrices.

Because the data size is too small, the learning process is not stable and as the
embedding size increases, the model tends to overfit more.Because of the time limit
and the scope of this research, we decided not to continue working on improving
Barlow Twins.
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FIGURE 4.9: [Barlow Twins sample loss plots in training. The learning
process is not stable and as the embedding size increases, the model
tends to overfit more.

4.3 Multi-modal Learning with Public Datasets

In the beginning, contrary to the work of Goh et al. [18], our combined model did
not perform better than the best single model (Fig 4.10). Unlike in Figure 3.11, the
concatenation was connected to the prediction layer directly. After using the no-harm
factor, we started to see improvement in multi-modal learning.

FIGURE 4.10: The results when combined model’s MLP part was
trained without the no-harm factor λ. The combination of modali-
ties did not help the best single model improve and was worse than
single-modal learning. Unlike in Figure 3.11, the concatenation was
connected to the prediction layer directly.

Table 4.2 shows the results of multi-modal learning with the no-harm factor
compared to single-modal learning. The effect of the no-harm factor varied based on
the training methods, and the no-harm factor did not always prevent performance
drop. Specifically, the model performed better on validation and testing sets when
we froze both pretrained models or trained the best single model with the no-harm
factor. The Concatenation fusion is the right figure in Figure 3.11, a fusion method
used to compare with the no-harm factor because they have the same amount of
layers. Model 1 and Model 2 are the two single-learning models trained with single
modalities, and Model 2 is the baseline because it has better performance than Model
1. Red values are the test and validation metrics of the baseline single-modal model.
Blue values are lower than red values, which means these models outperform the
baseline model when trained via specific training methods and the no-harm factor.
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Green values are the best results in test or validation time. This table shows that
if the model is trained properly, multi-model learning with the no-harm factor can
improve the performance of single-modal learning. With the no-harm scalar, the
best test result is 8.2% better than the baseline when both pretrained models were
frozen. Even though the no-harm factor cannot always guarantee better performance,
with very few learnable parameters added to the model, it estimates how much an
additional modality can improve model performance.

TABLE 4.2: Results of multi-modal learning with no-harm factor.
Green values are the test and validation metrics of the baseline model.
Blue values are lower than green values, which means these models
outperform the baseline single-modal model when trained via specific
training methods and the no-harm factor.

To prove that the model can learn effective no-harm factor, we compared the
model with a no-harm scalar λ and models with fixed no-harm scalar λ values: 0,
0.25, 0.5, 0.75, 1. In most training cases, the learnable no-harm scalar was better,
despite a few cases. Values of fixed lambda marked in green are better than the
learnable no-harm scalar. We think the reason is that the learned no-harm scalar
values are mostly around 0.65, and models with λ in the range 0.5 to 0.75 tend to
perform similarly. Overall, the learnable no-harm scalar λ is better, and it is worth
the time saved from trying multiple fixed values.

TABLE 4.3: Results of fixed and learnable no-harm factors. When the
no-harm factors (as a scalar) were fixed, the results were mostly worse
than learnable no-harm factors(green). Only a few are better than the
learnable no-harm factor. In general, the learnable no-harm scalar is
better than the fixed ones.
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Chapter 5

Conclusions and Discussions

5.1 Conclusions

We used three experiments to explore the effectiveness of multi-modal deep learning
compared with single-modal learning. In our second experiment, the combination
of Raman spectrum modality and molecule image modality in chemical analysis is
unique in multi-modal deep learning. We have experimented and demonstrated
several aspects of multi-modal learning compared to single-modal learning. First,
multi-modal learning with incomplete information can achieve comparable perfor-
mance as single-modal learning with complete information. Second, multi-modal
learning can improve single-modal learning that cannot achieve ideal performance
due to a lack of data. Third, multi-modal deep learning does not guarantee better
performance than single-modal learning due to the complexity of training, model
design, or lack of data. To mitigate this problem, we propose a no-harm factor to
prevent performance drop after combining the second modality. In general, the
multi-modal learning methods we used in these experiments are viable approaches
in the physical science domain, such as chemistry, where the amount of labeled data
is significantly smaller than those available in conventional deep learning research.

5.2 Discussion

First, when comparing the performances of multi-modal and single-modal learning,
many variables were involved because of different model architectures and input
types. It might be worth considering fixing the model design when comparing their
performance. For example, by summing up two image inputs in the same shape from
two modes, we fix the input shape of multi-modal and single-modal learning. We
can train the same deep neural network to compare the results in this scenario.

Second, we noticed that when combining modalities from small datasets, the
complexity of the modal induced by multiple modalities might dominate, weakening
the model performance [31]. In this case, the no-harm factor is practical in designing
multi-modal baseline architectures. While there are other ways to compensate for
the lack of data, the no-harm factor is straightforward to implement. However, its
simplicity limits the potential of the fusion layer. For now, between the embeddings
of two modes, the interaction is not flexible as the ith neuron in embedding 1 can only
be connected with the ith neuron in embedding 2. One direction is to explore no-harm
options that encourage more intra-embedding or inter-embedding interactions. Intra-
embedding interaction means that elements within an embedding can be connected
to other elements in the same embedding. Inter-embedding interaction means that
elements within an embedding can be connected to other elements in the same
embedding, regardless of their indices.
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Moreover, we can consider non-linear no-harm factor fusion such as:

c = e(1−λ) ln(c1)+λ ln(c2)

Third, the results of the Barlow Twins were not ideal, and we did not focus on
improving the model because of the scope of this research. One way to improve is
to collect more unlabeled chemical data. Regarding self-supervised deep learning
with multi-modal chemical data, several researchers have proposed similar solutions
using other self-supervised methods such as SIMCLR [7]. However, at least for now,
we have not found a published paper that experimented on Barlow Twins. One
challenge of this task is that input molecules can have arbitrary sizes and components,
highly variable connectivity, and many three-dimensional conformers [67]. It might
be challenging to learn a large number of molecules in a fixed dimension. On the
other hand, it can be much easier to collect one modality than the other. For example,
collecting Raman spectra takes time and effort of domain experts, while molecular
structures are highly available online. So large-scale self-supervised learning on both
modalities can be difficult to apply to some modality combinations.

Last but not least, our fusion techniques are not the most advanced ones because
when we were mostly dealing with small data sizes, we started to focus on the no-
harm factor to ensure that the complexity added to the model would not aggravate the
overfitting problem. We have explored a fusion technique called Tensor Fusion [72],
which reserves single-modal features and multi-modal interactions in the combined
embedding. However, the result was not better when we used the same hyper-
parameters and appeared to overfit (Figure 5.1). One thing we like about no-harm
factor is that it doesn’t require extra hyper-parameter tuning. In future studies, if our
goal is to improve a model as much as possible, especially in benchmarking, more
advanced fusion techniques are needed.

FIGURE 5.1: When sharing the same hyper-parameters with no-harm
factor and trained and validated on the same datasets, the tensor
fusion model appears to overfit a lot.
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Appendix A

More Details in 3 Experiments

A.1 Experiment 1

A.1.1 Encoder-Decoder architecture

The encoder-Decoder was made of 7 fully connected layers including the input layer,
each followed by a ReLU activation function. The layer sizes were [input_size, 250,
128, 81, 128, 250, 784], and the input_size was the sum of sizes of flattened modalities.

EncoderDecoder(
( linear1) : Linear(input_size, 250)
(relu) : ReLU()
( linear2) : Linear(250, 128)
(relu) : ReLU()
( linear3) : Linear(128, 81)
(relu) : ReLU()
( linear4) : Linear(81, 128)
(relu) : ReLU()
( linear5) : Linear(128, 250)
(relu) : ReLU()
( linear6) : Linear(250, 784)
(relu) : ReLU()

)

A.2 Experiment 2

A.2.1 Image Modality - CNN

CNN(
(conv_1): Conv2d(1, 16, kernel_size=(5,5) , padding=2),
(bn_1): BatchNorm2d(16),
(maxpool_1): MaxPool2d(kernel_size=(2,2)),
(conv_2): Conv2d(16, 32, kernel_size=(5,5) , stride=1, padding=2)
(bn_2): BatchNorm2d(32)
(maxpool_2): MaxPool2d(kernel_size=(2,2))
( flatten ) : Flatten ()
(linear_1) : Linear(32 * 20 * 20, 126)
(bn_3): BatchNorm1d(126)
(linear_2) : Linear(126, 3)

)
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A.2.2 Architecture for Raman Table Modality - MLP

The architecture of model for tabular data was made of 4 fully connected feedforward
layers in sizes: [325, 160, 80, 20], and the output size is 3 as there were 3 classes to
predict. Each of first 3 layers were followed by sigmoid activation function.

MLP(
( linear1) : Linear(325, 160)
(sigmoid): Sigmoid()
( linear2) : Linear(160, 80)
(sigmoid): Sigmoid()
( linear3) : Linear(80, 20)
(sigmoid): Sigmoid()
( linear4) : Linear(20, 3)

)

A.3 Experiment 3

A.3.1 Architecture for Image Modality - Chemception

Customized to chemical properties, Chemception [16] is based on Google’s Inception-
ResNet. Inception [60] networks provide multiple kernel sizes in each convolution
step while avoiding the extra expense by adding 1x1 convolution layers before each
kernel. When deeper networks are able to start converging, with the network depth
increasing, accuracy gets saturated and then degrades rapidly. ResNet [26] networks
addresses this degradation problems in very deep networks.

On top of the combination of these to networks, the chemical domain knowledge
of Goh et al. led to the creation of Chemception that is well suited to use chemical
properties in domain tasks.

The Chemception model is consist of a Stem section and 4 Inception-Resnet
blocks: InceptionResnetA, ReductionA, InceptionResnetB, ReductionB, Inception-
ResnetC. Each block either reduces the size of images(shape of 2D feature maps)
while increasing the number of channels(number of feature maps), or keeps the
input shape. Through all blocks and individual layers, the shape(batch_size, channel,
width, height) of a batch of images changes in this order: (batch_size, 4, 80, 80) →Stem
→(batch_size, 16, 39, 39) →InceptionResnetA →(batch_size, 16, 39, 39) →ReductionA
→(batch_size, 64, 19, 19) →InceptionResnetB →(batch_size, 64, 19, 19) →ReductionB
→(batch_size, 126, 9, 9) →InceptionResnetC →(batch_size, 126, 9, 9) →AvgPool2d
→(batch_size, 126, 1, 1) →reshape →(batch_size, 126) →linear layer →(batch_size, 1).
Below is the high level architecture of Chemception, and we will explain each block
in detail afterward.

Chemception(
(stem): Stem(self. base_filters , self . input_channels)
(inception_blocks): (

InceptionResnetA(num_filters=16, input_channels=16),
ReductionA(num_filters=16, input_channels=16),
InceptionResnetB(num_filters=16, input_channels=64),
ReductionB(num_filters=16 input_channels=64),
InceptionResnetC(num_filters=16, input_channels=126)
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FIGURE A.1: Figure 2 in [60] and Figure 2 in [26]. Building blocks of in-
ception module(left) and residual Learning(right). Inception networks
provide multiple kernel sizes in each convolution step while avoiding
the extra expense by adding 1x1 convolution layers before each kernel.
ResNet networks are used to ease the training of neural networks that
are very deep.

)
(avg_pooling): AvgPool2d(kernel_size=(9, 9), stride=(1, 1))
( last_linear ) : Linear(126, n_classes)

Stem block used 16 4x4 kernels with stride 2x2 to reduce the size of the image from
80x80 to 39x39, while increasing the channels from 3 to 16. The convolution layer is
followed by a ReLU activation. The output of Stem is passed to InceptionResnetA.

Stem(
Conv2d(4, 16, kernel_size=(4, 4) , stride =(2,2) )
ReLU()

)

InceptionResnetA uses 3 blocks of different sizes of kernels – conv_block1, conv_block2,
conv_block3 – to transform the input. The feature maps after these pooling layers
are concatenates over the channel dimension, leading to 16 channels of 39x39 feature
maps, which are followed by a convolution layer in conv_concat_block. All convo-
lution layers of InceptionResnetA are followed by a ReLU activation. The output of
InceptionResnetA is passed to ReductionA block.

InceptionResnetA(
(conv_block1): (

Conv2d(16, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
ReLU()

)
(conv_block2): (

Conv2d(16, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
ReLU()
Conv2d(16, 16, kernel_size=(3, 3) , stride =(1,1) , padding="same")
ReLU()

)
(conv_block3): (

Conv2d(16, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
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ReLU()
Conv2d(16, 24, kernel_size=(3, 3) , stride =(1,1) , padding="same")
ReLU()
Conv2d(16, 32, kernel_size=(4, 4) , stride =(1,1) , padding="same")
ReLU()

)
(conv_concat_block): (

Conv2d(64, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
)

ReductionA has a self-explanatory name because it reduces the size of the feature
maps from 39x39 to 19x19, while increasing the channels from 16 to 64. It reduces
the size of the feature maps in 2 ways: max pooling(pool_block1) and convolu-
tion(conv_block1, conv_block2). Like InceptionResnetA, ReductionA uses different
sizes of kernels in sequentially in conv_block2. All pooling and convolution layers are
followed by ReLU activation. The outputs of pool_block1, conv_block1, conv_block2
are concatenated over channel dimension so we get more channels. The output of the
concatenation will be sent to InceptionResnetB.

ReductionA(
(pool_block1): (

MaxPool2d(kernel_size=(3, 3), stride=2)
ReLU()

)
(conv_block1): (

Conv2d(16, 24, kernel_size=(3, 3) , stride =(2,2) , padding="valid")
ReLU()

)
(conv_block2): (

Conv2d(24, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
ReLU()
Conv2d(16, 16, kernel_size=(3, 3) , stride =(1,1) , padding="same")
ReLU()
Conv2d(16, 24, kernel_size=(3, 3) , stride =(2,2) , padding="valid")
ReLU()

)

InceptionResnetB uses 2 blocks – conv_block1, conv_block2 – to transform the
output from ReductionA. In conv_concat_block, the feature maps after these pooling
layers are concatenates over the channel dimension, which are followed by a con-
volution layer. All convolution layers of InceptionResnetB are followed by a ReLU
activation. The output of InceptionResnetB is passed to ReductionB block.

InceptionResnetB(
(conv_block1): (

Conv2d(64, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
)
(conv_block2): (

Conv2d(64, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
ReLU()
Conv2d(16, 20, kernel_size=(1, 7) , stride =(1,1) , padding="same")
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ReLU()
Conv2d(20, 24, kernel_size=(7, 1) , stride =(1,1) , padding="same")
ReLU()

)
(conv_concat_block): (

Conv2d(40, 64, kernel_size=(1, 1) , stride =(1,1) , padding="same")
)

ReductionB is like ReductionA. It reduces the size of the feature maps from
19x19 to 9x9, while increasing the channels from 64 to 126. It reduces the size of the
feature maps in 2 ways: max pooling(pool_block1) and convolution(conv_block1,
conv_block2, conv_block3). All pooling and convolution layers are followed by ReLU
activation. The outputs of pool_block1, conv_block1, conv_block2, conv_block3 are
concatenated over channel dimension so we get more channels. The output of the
concatenation will be sent to InceptionResnetC.

ReductionB(
(pool_block1): (

MaxPool2d(kernel_size=(3, 3), stride=2)
)
(conv_block1): (

Conv2d(64, 16, kernel_size=(1, 1) , stride=1, padding="same")
ReLU()
Conv2d(16, 24, kernel_size=(3, 3) , stride =(2,2) , padding="same")
ReLU()

)
(conv_block2): (

Conv2d(64, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
ReLU()
Conv2d(16, 18, kernel_size=(3, 3) , stride =(2,2) , padding="valid")
ReLU()

)

(conv_block3): (
Conv2d(64, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
ReLU()
Conv2d(16, 18, kernel_size=(3, 1) , stride =(1,1) , padding="same")
ReLU()
Conv2d(18, 20, kernel_size=(3, 3) , stride =(2,2) , padding="valid")
ReLU()

)

InceptionResnetC has the same block structure as InceptionResnetB, except the
kernel sizes and numbers customized to the output of ReductionB. In conv_concat_block,
the feature maps after these pooling layers are concatenates over the channel dimen-
sion, which are followed by a convolution layer. All convolution layers of Inception-
ResnetC are followed by a ReLU activation. The output of InceptionResnetB is passed
to a global average pooling layer, which takes the mean value of each (9x9) feature
map.

InceptionResnetC(
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(conv_block1): (
Conv2d(126, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
ReLU()

)
(conv_block2): (

Conv2d(126, 16, kernel_size=(1, 1) , stride =(1,1) , padding="same")
ReLU()
Conv2d(16, 19, kernel_size=(1, 3) , stride =(1,1) , padding="same")
ReLU()
Conv2d(19, 21, kernel_size=(3, 1) , stride =(1,1) , padding="same")
ReLU()

)
(conv_concat_block): (

Conv2d(37, 126, kernel_size=(1, 1) , stride =(1,1) , padding="same")
)
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