
 

 

A Computer-Based Cascaded Modeling and 
Experimental Approach to the Physical 

Characterization of a Clinical Full-Field Digital 
Mammography System 

 

by 

Hetal Ved 

 

A Thesis submitted to the Faculty of the 

WORCESTER POLYTECHNIC INSTITUTE 

in partial fulfillment of the requirements for the 

Degree of Master of Science 

In 

Biomedical Engineering 

By 

___________________ 

October 2002 

APPROVED BY: 

 

_______________________________       _____________________________ 
Dr. Andrew Karellas, Research Advisor   Dr. C. Sotak, Thesis Committee 
 
 
 
_______________________________       _____________________________ 
Dr. Robert A. Peura, Thesis Committee      Dr. Ross Shonat, Thesis Committee 



 

 ii 

ABSTRACT 

This study characterizes the image quality parameters of a clinical full-field digital 

mammography system at various x-ray spectral conditions. The energy of the incident 

x-ray beam, the spectral characteristics, and breast thickness impact the physical 

performance such as the detective quantum efficiency of the system, thereby affecting 

the overall performance. The modulation transfer function, noise power spectrum 

were measured without the anti-scatter grid, and the detective quantum efficiency was 

calculated for different incident x-ray conditions. Detective quantum efficiency was 

also calculated with the anti-scatter grid placed above the detector to study its impact. 

Results indicate a substantial drop in the detective quantum efficiency with the anti-

scatter grid under certain conditions. It was also determined that detective quantum 

efficiency decreases as x-ray beam hardening is increased. 

 

An existing spatial frequency-dependent cascaded liner systems model previously 

described by other investigators is used to predict the detective quantum efficiency of 

the system for different target-filter combinations. This theoretical model is based 

upon a serial cascade approach in which the system is conceptually divided into a 

number of discrete stages. Each stage represents a physical process having intrinsic 

signal and noise transfer properties. A match between the predicted data and the 

experimental detective quantum efficiency data confirmed the validity of the model. 

 

Contrast-detail performance, a widely used quality control tool to assess clinical 

imaging systems, for the clinical full-field digital mammography was studied using a 
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commercially available CDMAM phantom to learn the effects of Joint Photographic 

Experts Group 2000 (JPEG2000) compression technique on detectability. A 4-

alternative forced choice experiment was conducted. The images were compressed at 

three different compression ratios (10:1, 20:1 and 30:1). From the contrast-detail 

curves generated from the observer data at 50% and 75% threshold levels, it was 

concluded that uncompressed images exhibit lower (better) contrast-detail 

characteristics than compressed images but a certain limit to compression, without 

substantial loss of visual quality, can be used. 
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1. INTRODUCTION 

Screen-film mammography forms the standard diagnostic tool for breast cancer, 

which is the second leading cause of cancer mortality in women, with nearly one in 

eight women developing the disease. Mammography is the x-ray projection of the 

breast for screening and diagnosis of breast cancers. Although, advances in screen-

film mammography and film processing techniques have contributed to the 

significant improvements in diagnostic image quality and offer excellent spatial 

resolution, they are limited in their dynamic range, contrast characteristics[1] and post 

processing capabilities. In the literature, the sensitivity of screen-film mammography 

reported is approximately 80% to 85%[2], but it may be significantly less in the dense 

breast as detection of very soft subtle tissue lesions in glandular background tissue is 

very difficult. Digital mammography is an x-ray examination of the breast that 

replaces the conventional screen-film image receptor with a solid-state device that 

enables electronic detection. High detection efficiency, high dynamic range, better 

contrast characteristics and post processing capabilities such as computer-aided 

diagnosis are the advantages of digital mammography[3,4] . The ability to alter the 

window level, window width, and magnification of digital mammograms displayed 

on monitors offers the potential to detect breast cancers more reliably. Digitally 

acquired images can also be transferred to other radiologists, thereby promoting 

telemammography. 

 

Digital mammography should address the problems occurring in screen-film 

techniques, and remain as sensitive as or more sensitive than current screen-film 
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mammography systems. Studies have suggested that screen-film and digital 

mammography are equivalent[5].  

 

The significant advances in digital mammography have motivated the development of 

a variety of innovative detector technologies such as amorphous silicon (a-Si), 

amorphous selenium (a-Se) and charge-coupled devices (CCDs)[6-8]. The a-Si and a-

Se-based imagers may be generically characterized as flat-panel imagers as they all 

incorporate a two-dimensional matrix of thin-film switches. Siewerdsen et al.[9] has 

reported an empirical and theoretical analysis of the noise performance of AMFPIs in 

diagnostic radiology. The results of the analysis suggested strategies for future 

improvements of this imaging technology. Several studies have shown the frequency-

dependent[10] and frequency-independent[11] signal and noise performance 

measurements of different direct and indirect type detectors. 

 

Amorphous silicon-based full-field flat-panel digital mammography (FFDM) imagers 

are currently being used clinically for digital mammography. Earlier investigations of 

a prototype version of an a-Si based FFDM (Senographe DMR, GE Medical Systems, 

USA) indicated encouraging physical characteristics[12,13].  

  

This study characterizes the image quality parameters of a clinical FFDM system 

(Senographe 2000D, GE Medical Systems, Milwaukee, WI) at different target-filter 

combinations and beam hardening conditions. The energy of the incident x-ray beam, 

the spectral characteristics and breast thickness impact the physical performance such 
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as the detective quantum efficiency (DQE) of the system, thereby affecting the 

clinical performance of the system. In this study, we experimentally measured the 

incident x-ray spectra and compared them to theoretical simulations to validate the 

measurements, but only the experimentally measured spectra were used in the 

calculations of the DQEs. An anti-scatter grid is placed between the x-ray beam path 

and the patient that reduces effect of scatter on images resulting in better image 

contrast. However, using such a grid could potentially alter the noise conditions and 

ultimately the DQE of the system. Thus, the impact of using an anti-scatter grid on 

the noise power spectrum and the DQE were investigated for the FFDM system. 

 

Noise performance of an x-ray imaging system limits the overall performance of that 

system. Therefore, a detailed knowledge of the former is essential during the 

development of a new technology. A frequency-dependent theoretical model, 

developed and described by Siewerdsen[9,14], was modified according to this study 

requirements to predict the DQE of the clinical FFDM system at different target-filter 

combinations and beam hardening conditions. The experimental DQEs were then 

compared to the theoretical DQEs.  

 

Contrast-detail performance is a widely used quality control tool to assess clinical 

imaging systems using human and experimental observer models. Receiver operating 

characteristic (ROC) studies have indicated that the detection accuracy of micro 

calcifications by radiologists is significantly reduced if mammograms are digitized at 

0.1 mm x 0.1 mm[15]. A study also showed that detection accuracy by computer 
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decreases as the pixel size increases[16]. It is evident that very high resolution 

digitization has to be used for mammograms in order to preserve the information in 

the image. For the FFDM system with 1914 x 2294 pixels with pixel pitch of 100 m, 

a four-view mammogram study will provide 32 megabytes of digital data 

approximately. The transmission and archiving of such a large amount of data is 

therefore an important consideration in implementation of digital mammography. An 

efficient data compression scheme that can reduce the amount of data without 

degradation in diagnostic decisions will alleviate these problems. Lucier et al.[17] 

have studied the effects of wavelet compression and segmentation on digital 

mammograms and have reported that wavelets could be used to achieve high 

compression rates in mammographic images without losing small details such as 

microcalcification clusters. Observer performance over three different image 

modalities (MRI, CT and X-ray) has been studied and images from each modality 

were subjected to lossy compression using conventional JPEG and wavelet 

techniques, at certain compression quality settings. Their results indicated that for a 

particular compression quality setting, the perceived image quality was slightly 

higher for wavelet compressed images than for JPEG compressed images[18]. 

 

The objective of the contrast-detail characteristics is to study the effects of JPEG 

2000 compression of mammograms on human visual detection. JPEG 2000 is a new 

image coding system that uses state-of-the-art compression techniques based on 

wavelet technology. This technique is currently being developed by the Joint 
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Photographic Experts Group (JPEG) committee and it complements the discrete 

cosine transform approach used in current JPEG compression. 
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2. BACKGROUND 

A digital mammography system differs from the screen-film at the x-ray photon 

detection and processing level. It consists of a direct or indirect x-ray photon detector 

(versus a bucky system that holds the cassette with the x-ray film in a screen-film 

mammography system), analog-to-digital converters, image processors and high-

resolution monitors. All these components impact the image quality. 

 

In Flat Panel Imager technology, imaging pixels are deposited on large glass 

substrates. These pixels form a two-dimensional grid. Each pixel consists of a 

hydrogenated amorphous silicon (a-Si:H) thin-film switch; either a thin-film 

transistor (TFT), a single diode or a pair of diodes. This pixel is coupled to a sensor to 

ensure x-ray detection. The readout and processing of analog signals from the array is 

controlled by external electronics. 

 

In direct detection, the active matrix is coupled to a thick photoconductor layer that 

converts the incident x-rays directly into electrical charges[19]. The charges are 

collected by an electrode and stored in a capacitor element and an image is formed by 

these stored charges. Technical difficulties arise in controlling the fabrication of 

sufficiently thick, stable silicon layers (a-Si) over large areas limit the use of 

amorphous silicon in direct detection. Amorphous selenium (a-Se) photoconductive 

layers are successfully used in direct electrical contact with an underlying flat-panel 

array.  
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In the indirect detection approach, a phosphor layer such as a structured scintillator or 

a screen is placed in contact with the active-matrix array[19]. X-ray interactions with 

the phosphor result in generation of visible light photons. The intensity of light 

emitted is a measure of the intensity of the x-ray beam incident on the surface of the 

detector. Photosensitive elements on the active-matrix array generate electrical 

charges proportional to the light produced by the phosphor and this charge is stored in 

the pixels of the array for read out. 

 

Modulation transfer function (MTF), noise power spectrum (NPS) and the DQE of an 

imaging system define the performance of the device[19]. They are described below. 

 

2.1 Cascaded linear systems analysis: 

Signal and noise performance of an a-Si:H imager are modeled using a cascaded 

linear systems model[14]. This model described by Siewerdsen[14] requires that the 

system have a linear and shift-invariant signal response and stationary noise 

processes, expressed in terms of noise power spectrum. The imaging system can be 

represented as a series of discrete stages, where each stage represents either a 

quantum gain or spatial spreading (blurring) process. The physical imaging system 

determines the order of the stages. The relationship between the input and output 

signal and the noise properties is explained in detail by Siewerdsen et. al. It can be 

summarized as shown below. 
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Figure 1: Illustration of the signal and noise transfer for gain and spreading stages as 
described in [14].  
 

Each stage of a linear cascaded system is demonstrated by its signal properties in 

spatial coordinates and noise properties in spatial-frequency coordinates. The serial 

cascade of gain, spreading stages and additive noise where the output of one stage is 

the input of the subsequent stage, symbolizes an entire imaging system.  

 

Quantum gain and spatial spreading stages are the two general types of stages in a 

system. Quantum gain stages, as the name suggests, describe the amplification of 

quanta (production of many optical quanta per absorbed x-ray photon) or loss of 

quanta (attenuation of optical quanta in traversing the phosphor medium). Spatial 

spreading stages describe either stochastic redistribution of quanta (homogeneous 

emission of optical photons from a phosphor grain) or deterministic redistribution of 

quanta (integration of optical photons by an aperture, where the photons are 

effectively redistributed to a single point at which they are counted. 

 

2.1.1 Signal transfer properties of the gain and spreading stages: 

Gain 

Stage/Spreading 

stage 

Input signal 
and noise  

Output Signal 
and noise 
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The distribution of image quanta transferred to the output of a stage describes the 

signal transfer properties of the stage. For a gain stage, the mean fluence of the output 

quanta is : 

 1 iii qgq                  (1) 

where  ig  = mean gain [14] 

 1iq  = mean fluence [14] 

  

A stochastic spreading stage changes the spatial distribution of the image quanta by 

randomly displacing each quantum by a distance with probability described by the 

normalized point spread function (PSF) in [14]. 

 

Random scattering of light photons in a scintillator before reaching the exit surface is 

one example of stochastic spreading and the signal transfer properties for integration 

of optical quanta by an aperture that represents a deterministic spreading stage. 

 

2.1.2 Noise transfer properties of gain and spreading stages: 

The noise transfer properties of the gain and spreading stages determine how the 

second-order statistics of the distribution of image quanta are transferred to the 

output. The noise transfer properties are described in detail by Siewerdsen[14]. 

Gain-variance is often expressed either in terms of the Poisson excess,   , which the 

relative amount by which the gain-variance exceeds the Poisson distribution or in 

terms of the statistical (Swank) factor[20]. 
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2.2 Modulation Transfer Function: 

The modulation transfer function (MTF) of a system describes the spatial-response 

properties of the system. The MTF is the Fourier transform amplitude of the point 

spread function (PSF), which is the response of the system to a delta-function. Thus, 

MTF can be defined as :  

                       v)OTF(u, v)MTF(u,               (2a) 

where OTF(u,v) is the optical transfer function, the Fourier transform of PSF. 

The various methods to measure the MTF are the square wave method, the edge 

method and the slit method. The composite MTF of a system included in [12] by 

Vedantham et. al. is the product of the MTF of all individual stages as these stages 

operate as filters on the image quality. 

                      MTF(slit)  pled)MTF(presam spot) MTF(focalv)MTF(u,       (2b) 

Each component in equation (2b) is described in [12].  

 

2.3 Noise Power Spectrum: 

The noise power spectrum (NPS) can be defined as the variance of a given spatial-

frequency component in an ensemble of measurements of that spatial-frequency. It 

can be shown that [12, 21]: 

 yÄÄNN

mean(I))FFT(I
v)Raw(u, NPS x

yx

2
       (3)

  

where I - image. 

x and y -  pixel pitch in x and y directions respectively. 
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          Nx and Ny - number of elements in the x and y direction respectively. 

Fixed pattern noise is eliminated from the NPS calculations by subtracting the mean 

of the average image or signal from every image. 

 

2.4 Detective Quantum Efficiency: 

The detective quantum efficiency (DQE) of the system is a measure of the effective 

fraction of incident Poisson-distributed quanta that contributes to the image signal-to-

noise ratio (SNR). DQE can be given as [21]: 

),(.

),(
),(

2

vuNPSq

vuMTF
vuDQE

normalised

                (4) 

  

2.5 Contrast-detail study: 

The task presented to the observers is to detect the presence of a disc shaped object of 

known size and location in a noisy background. Statistical decision theory has been 

widely used to predict the dependence of threshold signal contrast on object size and 

many authors have used non-prewhitening (NPW) matched-filter to understand the 

CD behavior of imaging modalities[22-24]. A block diagram of the model is shown 

by Aufrichtig[22]. The model consists of the following components listed below. 

  

The detection characteristics of a signal are affected by:  

1. Imaging System - The spatial-response properties of the system and the 

spreading due to noise (NPS) make up the Imaging system. 

2. Eye - Human Visual System Response 
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For a signal-known-exactly (SKE) problem, the threshold signal-to-noise (SNRT) 
derived by Aufrichtig[22] is: 
   

   ),( vuFq
A

C
SNR T             (5) 

where CT is the threshold contrast, S(u,v) is the frequency response of the circular 

discs, MTF(u,v) is the system modulation transfer function, HVS(u,v) is the 

frequency response of the human visual system modeled as f âfeHVS(f)  with a 

peak around 4 cycles/degree[25], DQE(u,v) is the detective quantum efficiency, A is 

the large area signal, and q is the incident x-ray fluence.   

 

Thus, the threshold contrast, CT, required for object detection at a threshold can be 

calculated for the signal-to-noise ratio sufficient to pass that threshold in the observer 

model. 

 

2.5.1 JPEG 2000 compression technique:  

Compression techniques can be lossy or lossless. Lossless compression methods have 

the advantage that they can be applied to any image as such compressed images can 

be reconstructed without error. Their disadvantage is the small compression ratios, on 

the order of 3:1. In contrast, lossy techniques can achieve very high compression 

ratios at the expense of errors in the reconstructed images. The properties of human 

visual system are such that some losses can be tolerated without affecting the visual 

evaluation of an image, which, despite the losses, appears identical to the original. 
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JPEG 2000 compression supports both lossy and lossless compression. It uses 

wavelet technology in the lossy stage of image compression. Wavelets apply multi-

resolution analysis to compress images. They separate the image data into different 

frequency components. Averaging of wavelets from a digital image corresponds to 

low-pass filtering and detail extraction of wavelets from the image corresponds to 

high-pass filtering operation. In other words, the low-pass filters reduce the amount of 

detail information in the signal, and the high-pass filters represent the information 

that is lost. The following tree diagram explains the effect of filtering. Consider a 

signal vector of length n = 8 (23). The filter operation will be: 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Wavelet transform as a tree of low-pass and high-pass filters. Lm and Hm 
represent the low-pass and high-pass filters at every stage [26]. 
 

Signal (S) 

Low Pass Filter 
– L3 

High Pass Filter  
– H3 

Low Pass Filter 
– L2 

High Pass Filter  
– H2 

Low Pass Filter 
– L1 

High Pass Filter  
– H1 

L3L2L1*S 

H3*S 

H2L3*S 

H1L2L3*S 
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The wavelet transform then consists of the final weighted average (L3L2L1*S) added 

to all the detail vectors collected at each step of the transform process. Hence, the 

wavelet transform is represented by  

        {L3L2L1*S, H1L2L3*S, H2L3*S, H3*S} 

Multi-resolution wavelet representations give better performance because the wavelet 

basis functions are smoother than the DCT basis functions (which tend to be blocky 

even at low compression ratios), and are more natural and pleasing to the eye. JPEG 

2000 supports progressive transmission and display of the image by transmitting 

lower resolution coefficients of the multi-resolution decomposition first. Basic 

geometric transformations can be applied on the compressed (using JPEG 2000) 

representation of the image.  
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3. MATERIALS AND METHODS 

For a flat panel x-ray imaging system, the path of an incident x-ray photon can be 

traced from Fig. 4. X-rays when incident on the detector, interact in the scintillator to 

produce optical photons. These photons spread and are partially attenuated in the 

converter, while those that exit the screen form electron-hole (e-h) pairs which are 

collected by means of an applied signal. This contributes to the measured signal. The 

signal is then read out by switching the TFT to a conducting state via the voltage 

applied on the gate line. The data line carries the signal to the charge sensitive 

amplifiers, which integrate the signal outside the array. The analog signals are 

multiplexed, digitized and then sent to a computer. 

 

 

 

 

 

 

 

Figure 3: The path of an incident x-ray photon in an indirect type of detector. 

 

3.1 The Serial Cascaded Model: 

The full field digital mammography (FFDM) system and its physical processes can be 

summarized as shown in figure 4. Stage 0 describes the Poisson-distributed incident 

x-ray distribution; stage 1 represents the absorption of incident x-rays in the CsI:Tl 

Incident X-Rays 

CsI:Tl Scintillator 

Glass Substrate 

aSi:H Photodiode 
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scintillator; stage 2 corresponds to the generation and emission of the optical photons 

in the scintillator; stage 3 represents the spread of the optical photons within the 

scintillator; stage 4 describes the coupling of these photons to the active matrix 

photodiode; stage 5 represents the integration of quanta by the photodiode sensor; 

stage 6 represents sampling of the detector signal from each pixel in the array; and 

stage 7 represents the readout stage. Electronic additive noise is added at stage 7. 

Each stage, either gain or spreading stage, is spatial frequency dependent. Each of the 

above stated stages is discussed in detail by Siewerdsen et. al.[9]. 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
        Detected Output Signal 
Figure 4: Flow chart summarizing the physical processes of a FFDM. 

 

Stage 0: X-ray quanta incident to 
the detector 

Stage 1 & 2: X-ray quanta interact 
with CsI:Tl scintillator and are 

converted to optical quanta 

Stage 3: Modulation Transfer Function 
(spatial spreading) of the system  

Stage 4: Optical quanta are 
coupled to the detector 

elements 

Stage 5: The Photodiode 
collects and integrates all 

optical photons 

Stage 6: Sample signal from 
the each array pixel 

Stage 7: Add electronic noise 
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3.1.1 Stage 0: Incident x-ray quanta 

The measured photon fluence for exposure of approximately 10 mR, is used in the 

model while predicting the DQE for the system. There is a loss in the flux[27] that 

reaches the scintillator due to the carbon and aluminum layers that are a part of the 

detector construction. The thickness of the carbon layer and the aluminum layer is 

0.84 mm and 0.05 mm respectively. The linear density of carbon is 1.7 g/cm3 and that 

of aluminum is 2.699 g/cm3. The transmission factor was calculated as: 

 
0

1

I

I
t    

   
 )().().()().().(.0

AlxAldAlCxCdCeI               (6) 

where )( y  are the linear attenuation coefficients; )( yd  are the densities (g/cm3); 

and )(yx are the thicknesses (cm); y representing the different elements. 0I is the 

measured normalized incident spectrum.  

  

3.1.2 Stage 1: Interaction of incident x-ray quanta in the CsI:Tl scintillator 

Stage 1 is a gain stage representing the interaction of incident x-ray quanta in the 

converting medium, CsI:Tl scintillator, where x-rays interact in such a way as to 

produce light. For an x-ray spectrum incident upon a converting material with 

interaction coefficient 







)(E




and linear density d (g/cm3), the mean gain is 

calculated as described in Ref. [14]. 
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3.1.3 Stage 2: Generation and emission of optical quanta 

This stage is summarizes the processes of generation and emission of optical quanta 

from the x-ray converter. These two processes can be either represented as a single 

stage with quantum gain 2g  or as two separate substages, the optical gain ( ag 2 ) and 

the optical escape efficiency ( bg 2 ). The quantum gain 2g  can be then given as: 

)()()( 222 EgEgEg ba                (7) 

Eq. (8) is derived and explained in detail by Siewerdsen[14] 

 

3.1.4 Stage 3: Spatial spreading of optical quanta in converting screen 

The stochastic spreading of the optical photons in the converter, characterized by the 

screen MTF is described by Stage 3. This stage is frequency dependent. The MTF 

was approximated by a Lorentzian fit, also used by other authors[14, 28], to the 

measured data as: 

 
2.1

1
)3(

fH
StageMTF


                                            (8) 

where H is a fitting parameter that describes the blur of the screen. 

 

3.1.5 Stage 4: Coupling of optical quanta 

 Stage 4 is a series of four sub-stages representing the coupling of optical quanta to 

the detector elements. Each of this sub stages follows binomial statistics.  

The substages can briefly be explained as: 

a. Transmission through layers overlying photodiode 
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b. Reflection at interfaces between overlying layers 

c. Absorption of photons in the photodiode and conversion of e-h pairs 

d. Collection of charge from the photodiode 

 

3.1.6 Stage 5: Integration of optical quanta by photodiode 

The integration of quanta by the photodiode represents a deterministic stage and is 

characterized by the presampling pixel MTF.  

 

The pixel presampling MTF is given by the modulus of the sinc function[14]. The 

photodiode is assumed a square with ax = ay = a. Neighboring pixels do not share 

charge and effects of long range optical scattering are negligible too. The fraction of 

pixel area, (area of pixel)2, occupied by the area of the photodiode, 2a , is given 

by[14]: 

 
2

2

lareaofpixe

a
ffactor         (9) 

where ffactor is called the fill factor. 

The presampling MTF depends on the size of the photodiode aperture alone and is 

independent of the pixel pitch. Thus (for a fixed pixel pitch) increased fill factor 

(although increasing the mean pixel signal) actually degrades the presampling pixel 

MTF. But the process of sampling in stage 6 affects the signal and noise in a manner 

depending upon the pixel pitch; furthermore, the pixel fill factor will be seen to affect 

the amount of noise aliasing. Thus, improvements in fill factor tend to increase the 

mean pixel signal, decrease the presampling pixel MTF, and decrease the amount of 

aliased noise. 
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3.1.7 Stage 6: Sampling of the detector signal 

Sampling of the detector signal from each array pixel is represented by this stage. 

This process is neither a quantum gain nor a spatial spreading stage, but it is included 

as a separate stage in the cascade to illustrate its presence in the processes of image 

formation. The assumption of the system being shift-invariant is violated at Stage 6 

because the output of the stage can depend upon the location of the input. This 

violation can make the interpretations of the MTF, NPS and DQE complicated under 

conditions where the frequency content of the incident quanta is greater than the 

Nyquist frequency of the imager (i.e. the system is undersampled). The effect of 

aliasing on the NPS is calculated, which will represent this stage.  

 

The sampling function, represented by a rectangular array of delta-functions with 

spacing equal to the pixel pitch, (area of pixel), in the spatial domain is described by 

Siewerdsen [14] as: 

 





jk

lareaofpixejylareaofpixekxyxIII
,

))(),((),(         (10a) 

Let nyqu  be the Nyquist frequency such as: 

 
)(2

1

lareaofpixe
unyq                                          (10b) 

Depending upon the frequency content of the presampling signal, sampling of the 

signal causes aliasing of the signal and noise. In terms of the NPS, sampling causes 

noise power at frequencies above nyqu  to add to NPS below nyqu . The aliased form, of 

the presampling NPS is hence given by Siewerdsen [14] as: 
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 ),(**),(),( 56 vuIIIvuSvuS               (10c) 

Fig.5 illustrates the convolution process (in one dimension). The presampling NPS is 

replicated at multiples of the sampling frequency.  
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Figure 5: Effect of aliasing on the NPS (shown in one dimension). Noise components 
of sampled NPS below Nyquist (5 cycles/mm) are added to unaliased noise S5 to 
produce aliased noise S6.  
This concept is described by Siewerdsen[14]. The data plotted in the graph is 
produced from the theoretical model representing the Senographe 2000D system used 
for this work.  
 
The effect of sampling is to increase the NPS as each replicant adds to the 

presampling NPS of the previous stage, to yield the aliased form. 

  

3.1.8 Stage 7: Additive electronic noise 

Additive noise is introduced in the process of signal readout, amplification and 

digitization. The total additive noise was added to the aliased NPS giving the final 

stage noise spectrum, which was then used to calculate the theoretical DQE. Additive 
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noise was calculated as the area under the two-dimensional NPS of the dark 

images[14] (images taken under no exposure) integrated over the Nyquist frequency 

limits. 

 

3.1.9 Predicted DQE:  

The frequency-dependent DQE was evaluated as: 

 
NPSq

MTF
fDQE

.
)(

0

2

        (11) 

where 0q is the number of photons per unit exposure (photons/mm2) after correction 

with the transmission factor.  

 

3.2 Imaging System used for the study: 

The clinical FFDM system (Senographe 2000D, GE Medical Systems, Milwaukee, 

WI) used in this study is composed of a 100 m thick thallium-doped CsI scintillator, 

an amorphous silicon photodiode array for indirect x-ray detection and special-

purpose readout electronics. Light photons emitted from the interaction of x-ray 

photons in the scintillator traverse down the columnar crystalline structure of the 

scintillator, and are detected by a two-dimensional array of amorphous silicon 

photodiodes and thin-film transistors. The monolithic thin film flat panel array 

consists of a matrix with 1914 x 2294 detector elements of 100m pixel pitch each. 

The electrical signal from each detector element or pixel is then read out and digitized 

to 16 bit digital values by low-noise electronics. The FFDM system uses a selectable 

dual track target, either molybdenum (Mo) or rhodium (Rh) with selectable filtration 
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of Mo or Rh. The tube voltages (kVp) used in the study were selected based on 

average kVp values computed from the digital mammography database at the 

University of Massachusetts Medical School (Table I). 

 

 

 

 

Table I: Average kVp values from the digital mammography database in University 
of Massachusetts Medical School. 
 

The kVp values that were used in the experiments are shown in Table II. The tube 

current (mAs) was varied to maintain a clinically relevant incident exposure of 

approximately 10 mR for all the images used to compute the noise power spectra 

(NPS). 

 

 

 

 

Table II: kVp values that were used in the study. 

 

3.3 Presampling modulation transfer function measurements: 

The presampling modulation transfer function (MTF) was measured using the slit 

technique[29,30] at different target-filter and beam hardening conditions shown in 

Table II. The experimental setup for MTF measurement is as shown in Fig.6 . 

Number of clinical Target/Filter Average 
Cases analyzed   clinical voltage 

(LCC views)   (kVp) 
2051 Mo/Mo 26.42 
2510 Mo/Rh 28.27 
584 Rh/Rh 30.27 

Target/Filter kVp Lucite thicknesses 
    (mm) 

Mo/Mo 26 20, 45, 60 
Mo/Rh 28 20, 45, 60 
Rh/Rh 30 20, 45, 60 
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Figure 6: Experimental setup for measuring the MTF. A 10 m slit is used for 
measuring the MTF. MTF was measured with and without Lucite in the path of the 
incident x-ray spectra. 
 

A 10 mm long, 10 m ( 1 m) slit made of 1.5 mm thick tantalum was placed at a 

slight angle (less than 4) to the anode-cathode-axis at the center of the detector. The 

area around the slit was covered with 0.5 cm thick lead (Pb). The slit was positioned 

approximately at the center and on top of the detector cover-plate (a few mm above 

the detector) as the anti-scatter grid and breast support plate were removed. The 

effects of blurring due to magnification were neglected because the source-to-detector 

distance was much larger than the slit-to-detector distance. The kVp values were 

fixed for a given combination of target-filter and lucite thickness while the mAs 

values were altered to acquire the tails of the dark subtracted line spread functions 

(LSFs) without significant electronic noise. The correction of variations along the 

edge of the slit was accomplished by normalizing the signal values along the 

horizontal direction (perpendicular to the anode-cathode axis) by dividing each pixel 

65.5 cm 

X-ray 
source 

Detector 

Sensor 
panel 

slit 

Lucite 

collimator 
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value by the sum of the pixel values in that particular row. Pixel values were plotted 

along the vertical direction to obtain the number of individual LSFs needed to 

generate a finely sampled LSF[12]. 

 

The Fourier transform of the finely sampled LSF yielded corresponding MTF, which 

was then deconvolved of the finite dimension of the slit by dividing the resultant 

Fourier transform by a sinc function in the frequency domain to provide the 

presampling MTF.  A total of nine presampling MTFs were obtained for the three 

Lucite thicknesses and three different target-filter combinations.  

 

 

3.4 Noise Power Spectrum measurements without the anti-scatter grid: 

The noise power spectra were measured for all the Lucite thicknesses and target-filter 

combinations without the anti-scatter grid at incident exposure of 10 mR. The clinical 

mammography system stores the acquired images as raw and processed images. 

Offset, gain and bad-pixel corrections are performed before the raw images are 

stored. Offset correction corrects for detector signal in the absence of any x-ray 

exposure by subtracting an offset image from an x-ray image. Gain correction 

corresponds to the correction of spatial variations in signal output per input x-ray 

exposure. Masking of bad-pixels using information from neighboring pixels results in 

bad-pixel correction. For each of the Lucite thickness and target-filter combinations, 

16 images were acquired. A 1024 x 1024 region of interest (ROI) (mostly including 

the breast tissue area) was cropped and used in computing the average image. The 
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mean values of the signal in terms of digital units were computed from the respective 

average images. Subtracting the ROIs from their respective average ROI to obtain 16 

difference images for each acquisition combination eliminated the fixed-pattern noise 

and structural effects. Four 256 x 256 ROIs were chosen from each difference images 

to obtain 64 ROIs for each of the nine acquisition combinations. Multiple ROIs were 

selected from each image for accurate estimation of the NPS. These ROI images were 

used to compute the ensemble average of the squares of the magnitude of the Fourier 

transformed images and the raw NPS was estimated [29] as shown in Eq. (12b). 

imageaverageimageimagedifference                                 (12a) 

yx
yx

raw NN

yximagedifferenceFFT
vuNPS 

2
),((

),(         (12b) 

where x and y are the pixel pitch in x and y directions respectively (x = 100 m, 

y = 100 m) and Nx and Ny are the number of elements in the x and y direction 

respectively (Nx = 256, Ny = 256). Normalized NPS was then obtained using Eq. (3) 

[29]. 

2)(

),(
),(

ROIimageaverageofsignalmean

vuNPS
vuNPS raw

normalized            (12c)     

An additional factor of N/(N-1), where N =16 represents the number of images that 

were averaged, was used to scale the normalized NPS to correct for the loss in 

variance introduced due to the background subtraction procedure. A two-dimensional 

(2D) NPS was finally obtained that excluded the fixed pattern noise of the detector. 

One-dimensional (1D) NPS was obtained by averaging the 2D NPS radially, the 

frequency value being f = 22 vu  for the 1D NPS estimate. 
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3.5 Noise power spectra measurements with the anti-scatter grid: 

The NPS measurements for this part of the study were performed in an identical 

manner to the procedure described for measurements without anti-scatter grid, the 

only difference being that an anti-scatter grid was placed above the detector. Initially, 

the NPS was measured after filtering the x-ray beam through 45 mm Lucite with a 

pre-grid exposure of approximately 10 mR for all the three target-filter combinations. 

But since the grid had a bucky factor of 2, the post-grid exposure was reduced to 

nearly half the pre-grid exposure. In order to maintain a post-grid exposure of nearly 

10 mR, the pre-grid exposure levels had to be nearly doubled. The average signal 

value to the detector was measured without the use of the anti-scatter grid. The anti-

scatter grid was then used and an exposure level resulting in a similar signal value as 

the condition without the grid was used for all target-filter and Lucite thickness 

combinations. 

 

3.6 Spectra Measurements: 

The x-ray spectral distribution, q(e) was characterized for the measurement 

conditions shown in Table II. Spectral simulations were performed for all nine 

conditions using the software and catalogued data provided by the Diagnostic 

Radiology and Magnetic Resonance Special Interest Group of the Institute of Physics 

and Engineering in Medicine[31]. The tables provided in this catalogue rely on the 

tube modeling method of Birch and Marshall[32]. A 0.8 mm Beryllium window and 

25 m Molybdenum or 30 m Rhodium filter were assumed to simulate incident 
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spectra. Additional filtration was attained by addition of appropriate Lucite 

thicknesses into the model. The anode angle was 0˚ and the emission angle was 

assumed to be about 15˚ at the center of the detector[27]. 

  

The incident spectra were experimentally measured for all the spectral conditions. For 

each of the nine conditions, fifteen spectra were measured using a cadmium zinc 

telluride (CZT) based high-resolution spectrometer (XR-100T-CZT, Amptek, Inc., 

USA) and averaged to improve the precision of measurement. This yielded a total of 

nine averaged spectra. In addition to this, post-grid spectral measurements were 

performed with the anti-scatter grid in place over the detector. Since the energy 

absorption efficiency of the 3-mm-thick CZT spectrometer is more than 99.9% for the 

energy range (5-35 keV) of the incident spectrum, corrections for the spectrometer 

energy response was not required. The incident exposures at the surface of the 

detector for each spectral measurement were kept nearly same as the exposures used 

for NPS measurements. The exposures were measured with a calibrated 

mammographic ionization chamber connected to MDH 1515 (RadCal Corp., USA) 

dosimeter. The total number of photons incident per unit area of the detector were 

computed as[12,29]:  

 



deq(e)

deq(e)Y(e)X
q                  (13) 

where Y(e) is the photon fluence per mR described by a polynomial that best fits to 

published values between 5 to 35 keV[19]. 
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3.7 Detective quantum efficiency measurements: 

To compute the frequency dependent detective quantum efficiency, DQE(f), NEQ(f) 

was first calculated from the system MTF and NPSnormalized(f) as : 

 
(f)NPS

(f)MTF
  NEQ(f)

normalized

2

               (14a) 

As the additional lucite filtration did not degrade the detector MTF, MTF(f) used in 

the above computation was the MTF of the detector measured without any added 

lucite for each of the three target-filter combinations. The DQE was then computed 

using the NEQ(f) and the number of x-ray photons incident on the detector per unit 

area, q, as : 

 
q

NEQ(f)
  DQE(f)                (14b) 

The DQE(f) using normalized NPS(f) with anti-scatter grid was calculated for both 

pre-grid and post grid ‘q’ values in order to assess the impact of the grid on the 

frequency dependent DQE characteristics of the system. 

 

3.8 Contrast-detail study: 

3.8.1 Contrast-detail phantom: 

A commercially available contrast-detail phantom (CDMAM phantom; Nuclear 

Associates, Carle Place, NY) was used as the test object to study the effects of 

compression on the digital images.  
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Figure 7: Commercially available CDMAM phantom that was imaged using the 
FFDM for the contrast-detail study. The 16 x 24 cm phantom consists of gold disks 
that vary in diameter and depth along the columns and rows respectively. 
 

The phantom consists of a 0.5-mm-thick aluminum base, 16 x 24 cm in area, 

containing circular gold disks that are logarithmically sized from 0.10 to 3.20 mm in 

diameter and 0.05 to 1.6 m in thickness. The disks are centrally places within a 

matrix of squares forming 16 rows and 16 columns. For a given row, the thickness is 

constant with logarithmically varying diameter. A disk is randomly placed at one of 

the corners of each square and has the same thickness and diameter as the central disk 

in that square. This allows one to perform a four-alternative choice (4-AFC) 

detectability experiment. For this study, additional acrylic was used to bring the total 

thickness of the phantom to 5 cm while the actual thickness was 4.5 cm. This 

thickness is consistent with the mean compressed breast thickness of 5.1 cm 

computed from 4510 cases from our mammography database. 
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3.8.2 Image Acquisition: 

All the images were acquired with the clinical FFDM system. Sixteen images of the 

phantom were acquired at 29kVp, 50 mAs. Only ten images from the sixteen acquired 

were used in the study. The images were cropped using IDL 5.5 (tool of the Research 

Systems Inc., Boulder, CO) such that only 3 columns, with disk diameters 1.0 mm, 

0.8 mm and 0.63 mm, and 9 rows, with disk depths ranging from 0.05 m to 0.31 m, 

were displayed. The images were then compressed using Image Power’s Power 

Compressor 1.5, a powerful images compressor and image management tool. 

JPEG2000 compression was achieved at 10:1, 20:1 and 30:1 compression ratios. Four 

sets (uncompressed, 10:1 compressed, 20:1 compressed and 30:1 compressed) of 10 

images each were randomly displayed to the observers for the study. Display 

adjustment using window and level functions was used to enhance the digital images. 

These levels were kept constant for all the observers.  

 

3.8.3 Observer study: 

A total of six observers were used in the study and each observer independently 

reviewed the four image sets in a single session in a dark room. The images were 

cropped because it helped to maintain reasonable observation times (about 1 to 2 

hours) and adequate data range for comparison was obtained too. The objective of the 

study was not told to the observers and the images were presented to the observers in 

a random fashion to reduce systematic errors.  
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A 4-AFC experiment was conducted as the CDMAM phantom has four-alternative 

choices presented by each square with a randomly located corner disk. The observers 

were asked to read one column at a time, starting with the largest diameter and 

proceeding towards the smallest perceivable disk in that column. Since this was a 

forced choice study, they were asked to arrive at their ‘best estimate’ for the location 

of the disk in each square in situations where the disks were not perceivable. A 

template representing the portion of the CDMAM phantom image under observation 

was provided and the observers were asked to mark the location of the corner disk in 

each square on this template. The observers were asked to refrain from looking at 

prior marked sheets to circumvent learning effects. 

 

3.8.4 Data Analysis:  

A signal detection model[33] was used to analyze the 4-AFC data. The model 

hypothesizes a continuous decision variable internal to the observer with Gaussian 

probability density functions for the choices: “disk present” and “disk absent”. The 

distance between the means of these two overlapping distributions is uCd ' , where 

C  is the disk contrast and u is a parameter to be determined. As u increases for a 

fixed disk contrast, it becomes easier to discriminate between disk present and disk 

absent. Ohara et al.[34] have derived an equation relating u to the probability of a 

correct choice, )( 'dp  in an M-alternative choice experiment as: 

           

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where )(t is the cumulative Gaussian distribution. The estimates of u were obtained 

using a maximum-likelihood method (Appendix B of Ref. 34). 

 

Burgess[33] has described a method for determining the uncertainty in an M-AFC 

experiment with fixed stimuli. In this study we have K trials defined by N repetitions 

at L contrast levels )( NLK  . The response of each trial is binomially distributed. 

The threshold contrast was defined at 50% and 75% probability of correct response. 
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4. RESULTS AND DISCUSSION 

4.1 Predicted Model: 

With the serial cascaded systems model presented by Siewerdsen et. al.[9], a 

comparison of the theoretical and experimental DQEs calculated using radial NPS has 

been reported in Figs. 8-10 and a comparison of the theoretical and experimental 

DQEs calculated using horizontal NPS has been reported in Figs. 11-13. The DQEs 

from the predicted model matched better to the experimental DQEs calculated with 

NPS along the horizontal axis than that with NPS along the radial axis. The radial 

NPS is an average of the two dimensional NPS (that is the radial NPS considers both 

the vertical and horizontal NPS).  

 

The predicted DQEs may have matched the experimental DQEs (calculated using the 

horizontal NPS) better because the MTF was measured with the slit positioned in the 

horizontal direction. The imaging system parameters used in the simulation of the 

DQE are shown in Table III. The packing efficiency, fill factor and the photons 

counts per keV were the parameters to be varied to obtain good theoretical fits to the 

experimental DQE data. The packing efficiency of 70% reported by Cendre et al.[35] 

is used in the predicted model. Antonuk et al.[6] have reported a fill factor of 0.5 for 

AMFPIs incorporating discrete photodiodes. Since the FFDM detector consists of 

discrete photodiodes, the same fill factor has been assumed. The light output of the 

CsI:Tl was found to be between 54-56 photons/keV[36]. The DQE decreases with 

increase in beam-hardening. This decrease depends upon the tradeoffs in quantum 

detection efficiency, quantum gain, Poisson excess and MTF. As the Lucite thickness  
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Figure 8: Predicted and experimental DQEs at 26 kVp, Mo/Mo and hardened by 20 
mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) respectively. The 
experimental DQEs were calculated using 1D NPS taken along the radial axis. The 
continuous line represents the experimental DQE and the dashed line represents the 
predicted DQE. 
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          (c) 

Figure 9: Predicted and experimental DQEs at 28 kVp, Mo/Rh and hardened by 20 
mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) respectively. The 
experimental DQEs were calculated using 1D NPS taken along the radial axis. The 
continuous line represents the experimental DQE and the dashed line represents the 
predicted DQE. 
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            (c) 

Figure 10: Predicted and experimental DQEs at 30 kVp, Rh/Rh and hardened by 20 
mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) respectively. The 
experimental DQEs were calculated using 1D NPS taken along the radial axis. The 
continuous line represents the experimental DQE and the dashed line represents the 
predicted DQE. 
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Figure 11: Predicted and experimental DQEs at 26 kVp, Mo/Mo and hardened by 20 
mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) respectively. The 
experimental DQEs were calculated using 1D NPS taken along the horizontal axis. 
The continuous line represents the experimental DQE and the dashed line represents 
the predicted DQE. 
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          (c) 

Figure 12: Predicted and experimental DQEs at 28 kVp, Mo/Rh and hardened by 20 
mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) respectively. The 
experimental DQEs were calculated using 1D NPS taken along the horizontal axis. 
The continuous line represents the experimental DQE and the dotted line represents 
the predicted DQE. 
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Figure 13: Predicted and experimental DQEs at 30 kVp, Rh/Rh and hardened by 20 
mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) respectively. The 
experimental DQEs were calculated using 1D NPS taken along the horizontal axis. 
The continuous line represents the experimental DQE and the dashed line represents 
the predicted DQE. 
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increases, the quantum efficiency, 1g , decreases and the quantum gain, 2g , increases 

keeping the fill factor constant.  

 

Target/Filter Mo/Mo Mo/Rh Rh/Rh 

Lucite thickness (mm) 20 45 60 20 45 60 20 45 60 

q0 (measured) 448055 468995 535989 493158 547577 577541 603438 629189 680762 
Exposure (mR) 10.198 9.575 10.391 9.891 9.772 9.828 10.573 9.994 10.365 
Transmission factor   0.851 0.869   0.877 0.865   0.886  0.893 0.884  0.900  0.905  

a_pix  100    100    100   

g4  0.65    0.65    0.65   
Packing efficiency  0.70    0.70    0.70   
Density of CsI:Tl (g/cm

3
)  4.51    4.51    4.51   

W_CsI (photons/keV)  54    54    54   

fill factor (fpd)  0.5    0.5    0.5   
H parameter   0.115     0.115     0.115   
 
Table III: Imaging system parameters that were used in the cascaded model for 
predicting the DQE. 
 

4.1.1 Effects of different system parameters on the DQE: 

All the system parameters affect the DQE of the system differently. DQE increased 

with increase in fill factor, packing efficiency and coupling efficiency, varying only 

one of the parameters at a time. Increase in packing efficiency, increases the quantum 

efficiency, 1g , that increases the DQE. As the fill factor and photon output of the 

scintillator are increased, the signal per pixel increases, which thus increases the 

DQE. Studies have shown that there is considerable improvement in the zero 

frequency DQE (DQE(0)) with increasing fill factor up to ~0.5, above which the 

DQE(0) improves only marginally[14]. For a system with no additive noise the DQE 

would be nearly constant in the frequency domain. The DQE falls off rapidly at 

higher spatial frequency because the shape depends upon the system MTF, the NPS 
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and the additive noise. From the H-parameter fit for the MTF, it was observed that as 

H-parameter increases the MTF degrades thus decreasing the DQE at high 

frequencies. From the model, it can also be noted that increase in the scintillator 

thickness will increase DQE to a certain level only at lower frequencies while 

introducing a drop in the MTF (T3 (u,v)) of the scintillator. This drop in MTF will 

initiate a rapid fall-off in the DQE at higher frequencies. An increase in pixel pitch of 

the scintillator will increase the signal along with the noise to the detector. This will 

result in an increase in the DQE at lower frequencies, but the higher frequency DQE 

will suffer. A decrease in DQE, by varying the system parameters, is significant only 

if the decrease is greater than 3-5 %. The decrease of 2-3 % in the DQE can be 

attributed to the noise within the system due to variation in system parameters. 

 

4.2 Experimental Data: 

The graph shown in Fig.14 represents the presampling MTFs measured without 

additional Lucite filtration for the three target-filter combinations. Further it was 

observed that added Lucite filtration produced nearly identical MTFs indicating 

negligible dependence of MTF characteristics on the energy and type of incident x-

ray spectrum.  

 

The simulated and experimentally measured normalized Mo/Mo spectral data are 

shown in Figs. 15(a-c); the Mo/Rh spectral data are shown in Figs. 16(a-c); and the 

Rh/Rh spectral data are shown in Figs. 17(a-c). An excellent match between 

simulated and experimental data of the spectrum was obtained.  
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Figure 14: Presampling MTF of the FFDM imager with no added Lucite at different 
target/filter combinations. Nearly identical MTFs are observed indicating negligible 
dependence of MTF characteristics on the energy and type of incident x-ray 
spectrum. 
 
 
The peak mismatch between the simulated and experimental spectral data in a few 

cases is due to the finite energy bin of 0.5 keV in the lower energy portion of the 

spectra followed by a reduction in simulated spectra. The beam hardening effects, due 

to additional Lucite filtration, result in a reduction the peak-to-peak difference. There 

was virtually no difference in the measured spectral shape with or without the grid for 

a given tube voltage and Lucite filtration, as most of the scatter is eliminated by the 

spectrometer's aperture.  

 

The NPSraw data for the Mo/Mo spectra at various Lucite thicknesses are shown in 

Fig. 18. In order to maintain the identical incident exposures at various beam-

hardening conditions, mAs was increased. 
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                                                                    (a)  

 

                                   (b)  
 

                        (c) 
 
 
Figure 15: The simulated and measured Mo/Mo spectra obtained at 26 kVp and 
transmitted through 20 mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) 
respectively. The continuous line represents the measured spectra and the dashed line 
represents the simulated spectra. The measured and simulated spectra match well. 
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     (a) 
 

                                  (b)  
 

           (c) 
 
Figure 16: The simulated and measured Mo/Rh spectra obtained at 28 kVp and 
transmitted through 20 mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) 
respectively. The continuous line represents the measured spectra and the dashed line 
represents the simulated spectra. The measured and simulated spectra match well.

0

0.2

0.4

0.6

0.8

1

0 5 10 15 20 25 30
Energy (keV)

N
o

rm
al

is
ed

 c
o

u
n

ts

Measured
Simulated

0

0.2

0.4

0.6

0.8

1

0 5 10 15 20 25 30
Energy (keV)

N
o

rm
al

is
ed

 c
o

u
n

ts

Measured
Simulated

0

0.2

0.4

0.6

0.8

1

0 5 10 15 20 25 30
Energy (keV)

N
o

rm
al

is
ed

 c
o

u
n

ts

Measured
Simulated



 

 46 

                   (a) 
 

                         (b) 
 

              (c) 
 
Figure 17: The simulated and measured Rh/Rh spectra obtained at 30 kVp and 
transmitted through 20 mm, 45 mm and 60 mm Lucite are shown in (a), (b) and (c) 
respectively. The continuous line represents the measured spectra and the dashed line 
represents the simulated spectra. The measured and simulated spectra match well. 
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The increase in NPSraw can be attributed to the increase in the number of incident x-

ray photons that directly contribute to x-ray photon noise in a quantum noise limited 

system. It has been shown by many authors that the incident photons/mm2/mR 

increase with x-ray filtration in mammography[27] at a given exposure level. Similar 

results were observed with the Mo/Rh and Rh/Rh spectral combinations. The 

NPSnormalized characteristics for the Mo/Mo spectra with additional Lucite filtration are 

shown in Fig. 19. A lower noise level was observed with 6 cm Lucite filtration 

mainly due to an increase in the average signal value. Similar trends were observed 

with Mo/Rh and Rh/Rh spectral data.  
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Figure 18: Raw NPS of the system measured at 26 kVp, Mo/Mo and hardened by 
different thickness of Lucite. An incident exposure of approximately 10 mR was 
maintained at the detector. Noise increases with increase in Lucite thickness. Similar 
trends were observed with Mo/Rh and Rh/Rh at different beam hardening conditions. 
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Figure 19: Normalized NPS of the system measured at 26 kVp, Mo/Mo and hardened 
by different thickness of Lucite. An incident exposure of approximately 10 mR was 
maintained at the detector. Normalized noise decreases with increase in Lucite 
thickness because the mean signal value increases. Similar trends were observed with 
Mo/Rh and Rh/Rh at different beam hardening conditions. 
 
The DQE(f) characteristics of the digital mammography system with Mo/Mo spectra 

and additional Lucite filtration is shown in Fig. 21. A decreasing trend in the DQE(f) 

with increased Lucite filtration was observed and it agrees with a recent data reported 

by Tkaczyk et al.[27]. Relatively higher DQE(f) characteristics were observed with 

Mo/Mo followed by Mo/Rh and Rh/Rh. The decrease in the DQE can be ascribed to a 

combination of an increase in the incident quanta 'q' with a decrease in the quantum 

detection efficiency of the CsI:Tl scintillator at higher energy levels. The decrease in 

quantum detection efficiency with increase in Lucite thickness is shown in Fig. 20. 

The proportional increase in the average signal level (digital units) was also relatively 

lower compared to the increase in the incident quanta contributing to a decrease in the 

DQE(f) of the system. We observed similar results with Mo/Rh and Rh/Rh DQE(f) 

data (Figs. 22, 23).  
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Figure 20: Quantum detection efficiency of a 100 ìm thick CsI:Tl scintillator for all 
target/filter combinations. The decrease in efficiency causes a decrease in DQE of the 
system at higher energy levels. Exponential trend lines fit to the data show the 
exponential nature of the quantum efficiency of CsI:Tl. 
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Figure 21: DQE of the system measured at 26 kVp, Mo/Mo and hardened by different 
thickness of Lucite. An incident exposure of approximately 10 mR was maintained at 
the detector. 

100 ìm – Thickness of CsI:Tl 
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Figure 22: DQE of the system measured at 28 kVp, Mo/Rh and hardened by different 
thickness of Lucite. An incident exposure of approximately 10 mR was maintained at 
the detector. 
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Figure 23: DQE of the system measured at 30 kVp, Rh/Rh and hardened by different 
thickness of Lucite. An incident exposure of approximately 10 mR was maintained at 
the detector.  
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Reduced NPSraw due to the use of anti-scatter grid is shown in Fig. 24. The anti-

scatter grid decreases the average signal level that in turn causes an increase in the 

normalized noise levels with the anti-scatter grid when compared to those without the 

grid (Fig. 25). The DQE(f) characteristics for all the three target-filter combinations 

with 45 mm Lucite filtration are shown in Figs. 26-28. A noticeable drop in the 

DQE(f) is obtained if the anti-scatter grid is considered to be an integral part of the 

clinical system and 'pre-grid' exposure values are used when computing DQE. On the 

contrary, the grid cuts off a significant portion of the incident exposure reducing it by 

nearly half the 'pre-grid' exposure, thereby exposing the detecting medium to only 

half the incident exposure past the anti-scatter grid. The DQE(f)s measured without 

the grid for all three target-filter combinations were lower as compared to the 

DQE(f)s that resulted from the use of post-grid exposure values.  
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Figure 24: Raw NPS measured at 26 kVp, Mo/Mo with 45 mm of Lucite and a 'pre-
grid' exposure of approximately 10 mR. Noise decreases with the anti-scatter grid in 
place. Similar trends are observed with Mo/Rh and Rh/Rh target/filter combinations. 
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Figure 25: Normalized NPS measured at 26 kVp, Mo/Mo with 45 mm of Lucite and a 
'pre-grid' exposure of approximately 10 mR. Normalized noise increases with the 
anti-scatter grid in place due to decrease in the average signal. Similar trends are 
observed with Mo/Rh and Rh/Rh target/filter combinations. 
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Figure 26: DQE of the system measured at 26 kVp, Mo/Mo and hardened by using 45 
mm Lucite. The measured exposure without the grid was 9.575 mR while the post 
grid exposure was 4.915 mR. 
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Figure 27: DQE of the system measured at 28 kVp, Mo/Rh and hardened by using 45 
mm Lucite. The measured exposure without the grid was 9.772 mR while the post 
grid exposure was 5.264 mR. 
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Figure 28: DQE of the system measured at 30 kVp, Rh/Rh and hardened by using 45 
mm Lucite. The measured exposure without the grid was 9.994 mR while the post 
grid exposure was 5.585 mR. 
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A DQE(0) in the range of 0.45 to 0.50 was obtained for various x-ray beam hardening 

and target-filter combinations without the anti-scatter grid. The DQE(0)s that were 

measured with the anti-scatter grid ranged from 0.30 to 0.58 depending on the 

incident exposure condition that was used for DQE computations. The DQE(f) 

characteristics with the anti-scatter grid are much lower compared to the DQE(f)s 

measured without using the grid in all the cases, even when using a post-grid incident 

exposure close to 10 mR (Figs. 29-31). We obtained DQE(0) values in the range of 

0.27-0.30 with the anti-scatter grid and post-grid exposures close to 10 mR on the 

detector. Although the noise levels reduced due to anti-scatter grid, the average signal 

level was also reduced, which caused an increase in NPSnormalized thereby reducing the 

DQE. 
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Figure 29: DQE of the system measured at 26 kVp, Mo/Mo with anti-scatter grid and 
hardened by varying the thickness of Lucite. A post-grid exposure of approximately 
10 mR was maintained on the detector. 
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Figure 30: DQE of the system measured at 28 kVp, Mo/Rh with anti-scatter grid and 
hardened by varying the thickness of Lucite. A post-grid exposure of approximately 
10 mR was maintained on the detector. 
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Figure 31: DQE of the system measured at 30 kVp, Rh/Rh with anti-scatter grid and 
hardened by varying the thickness of Lucite. A post-grid exposure of approximately 
10 mR was maintained on the detector. 
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4.3 Contrast-detail study: 

Percent correct detection curve generated using MLE technique for a single observer 

for a disk diameter of 0.80 mm is shown in Fig. 32. The errors due to the u-parameter 

estimation are indicated as dotted lines in the graph. 
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Figure 32: Percent correct detection characteristics of a single observer are shown for 
the uncompressed images at 0.80 mm disk diameter. The markers represent 
experimental data points and the smooth lines represent estimated detection 
characteristics obtained by the maximum likelihood estimation (MLE) fit. Similar 
curves were obtained for all observers at different disk diameters. 
 
A comparison of the percent correct detection data for a single observer 

corresponding to disk diameters 0.80 mm for the uncompressed and compressed 

images is as shown (Fig. 33). It is apparent from the results that the uncompressed 

images exhibit comparatively better “percent correct” characteristics (steeper slope) 

compared to the compressed images.  
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Figure 33: Percent correct detection characteristics for a single observer are shown for 
the uncompressed images for disk diameter of 0.80 mm. The horizontal dashed line 
represents a 50% threshold level. The projection of the vertical dashed-dotted lines on 
the x-axis gives the disk depths corresponding to the disk diameters, thus generating 
CD characteristics. Similarly, CD characteristics were obtained for all the observers 
for all the uncompressed and compressed images at 75% threshold level. 
 

The contrast detail characteristics for the uncompressed and the compressed phantom 

images at 50% and 75% threshold levels are shown in Figs. 34 and 35 respectively. 

Although lower (better) contrast characteristics were observed for the uncompressed 

images, there was no significant difference of contrast characteristics of 10:1 

compressed images at smaller disk diameters for both the threshold levels. 

Compression altered the detectability of disks only at larger disk diameters, for 

uncompressed and 10:1 compressed images. The threshold contrast characteristics for 

the 20:1 compressed images matched approximately to those for 30:1 compressed  
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Figure 34: Mean CD characteristics obtained at 50% threshold level for all the 
uncompressed and compressed images. The different lines indicate model predicted 
CD diagrams for the uncompressed and compressed images. 
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Figure 35: Mean CD characteristics obtained at 75% threshold level for all the 
uncompressed and compressed images. The different lines indicate model predicted 
CD diagrams for the uncompressed and compressed images. 
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images as the disk diameter increased. The 20:1 compressed images had the highest 

(poor) contrast characteristics at smaller disk diameters when CD characteristics of 

uncompressed and all compressed images were compared. 

 

Compression causes the image to smoothen and, therefore, the observers could detect 

the location of the corner disk in 30:1 compressed images more easily for all disk 

depths resulting in lower (better) contrast detail characteristics compared to that for 

20:1 compressed images. Similar contrast characteristics, at smaller disk diameters, 

for uncompressed and 10:1 compressed images can be attributed to the fact that low 

compression ratios do not affect the human detectability of small objects.  

 

The contrast-detail methodology is widely used for the evaluation of clinical imaging 

system. Psychological measurements using alternative forced choice (AFC) methods 

with phantom images have been widely studied[22,23,33,34,37]. AFC techniques are 

convenient means to compare modalities rather than measuring their absolute 

detectability. Since the phantom has many disks, it makes it difficult for the observer 

to memorize the signal locations. The randomized signal location further alleviates 

observer learning to a great extent. The AFC methods also provide an opportunity to 

evaluate the CD characteristics at multiple threshold levels, which is not possible with 

conventional CD experiments.  
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5. CONCLUSION 

A powerful incentive for the development of the theoretical models describing the 

signal and noise properties of imagers is to allow an examination of the potential 

performance of hypothetical systems. The generality of the theoretical cascaded 

model approach provides not only a means of predicting and optimizing the 

performance of a given system, but it also provides an objective means of comparing 

the potential performance of existing systems. The DQEs obtained from the predicted 

model matched the experimental data very well and thus it can be concluded that 

further studies should be conducted where cascaded models can be tested to predict 

reliable DQEs for combinations of various beam-hardening and other parameters for 

system optimization. In aSi:H imagers, there is a necessary tradeoff between pixel 

pitch and fill factor for the matrix array with a discrete photodiode design. Matrix 

arrays incorporating a continuous photodiode design, can be a solution to this 

problem[38]. Linear cascaded systems modeling provides a tool for exploring imager 

optimization by examining the effects of varying system parameters on the DQE. An 

imager configuration that maximizes DQE for a given set of exposure conditions can 

be determined by exploring the system parameters in an iterative manner. This allows 

one to estimate the performance of an imager configuration before spending time and 

expensive resources to develop an imaging system. 

  

A comprehensive characterization of the physical quality parameters such as the 

detective quantum efficiency of the FFDM system was performed in this study. The 

effects of x-ray beam hardening, target-filter combinations, and the anti-scatter grid 
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on the DQE were explored. The DQEs of the FFDM under the various conditions 

were higher than those reported for mammography screen-film systems[39]. Spectral 

and system design conditions play a key role in determining the physical quality 

parameters and hence it is important to take these factors into account when designing 

a clinical mammography system.  

 

For any clinical mammography examination, the anti-scatter grid is always placed 

above the detector but the effect of the grid was traditionally ignored in the 

measurement of the DQE. A DQE of 0.30 was obtained with the anti-scatter grid in 

place, versus a DQE of 0.50 without the grid. Thus, there is an over estimation of the 

DQE of the system. Investigators should take a close look at the grid parameters and 

its effects on the DQE to improve the DQE of the system with the anti-scatter grid. 

As mentioned before, the DQE obtained for a screen-film mammography system is 

0.30 without the anti-scatter grid. The DQE will be lower if measured with the grid in 

place. Other techniques should be explored to suppress the noise in the incident x-ray 

beam to the detector.  

 

From the contrast-detail study done with the CDMAM phantom, it can be concluded 

that on an average, the uncompressed images exhibit lower (better) threshold contrast 

characteristics compared to the compressed images. The study also shows that the 

digital images can be compressed to a certain limit with insignificant effect on the 

detection characteristics. The study mainly demonstrated a technique for CD analysis. 

Investigations to evaluate the perceptual limit for medical image compression have 
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been reported[18]. The efficiency of compression depends on the nature of the 

medical image and the type of task for which the image will be used. Hence 

anatomical images must be studied with different compression techniques to 

determine the best technique and compression limit for the particular type of 

anatomical images. 

 

Although final evaluation of new imaging systems should only be made with clinical 

images, contrast-detail studies contribute valuable insight into the design and 

understanding of new systems in addition to being an effective quality assurance tool 

for comparing various imaging technologies. 
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